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Non-leptonic hadron decays

• Non-leptonic b- and c-hadron decays offer plenty of 
ways to measure flavor and CP violation
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In this case the final state is a state of negative CP, i.e. CP|J/ Ks! = -|J/ Ks!. This introduces an

additional minus sign in the result for Im. Before finishing discussion of this final state we need
to consider in more detail the presence of the Ks in the final state. Since neutral kaons can mix,

we pick up another mixing phase (similar diagrams as for B0, see Figure 3). This term creates a
phase given by

which is real to order 4. It necessary to include this term, however, since there are other formu-
lations of the CKM matrix than Wolfenstein, which have the phase in a different location. It is
important that the physics predictions not depend on the CKM convention. (Here we do not
include CP violation in the neutral kaon since it is much smaller than what is expected in the B
decay.)

In summary, for the case of f = J/ Ks, Im = - sin(2). The angle  is the best measured CP

violating angle measured in B meson decays. The process used is B0  J/ KS, although there is

some data used with the  (2S) or with KL (where the phase is + sin(2)).

Although it is normally thought that only one decay amplitude contributes here, in fact one
can look for the presence of another source of CP violation, presumably in the decay amplitude,
by not assuming || equals one in Eq. 36. Then the time dependence of the decay rate is given by

The Feynman diagram for the decay B0  J/ K0Figure 7
The Feynman diagram for the decay B0  J/ K0.

b

W
-

c 

}

ψ

 K
s

}
d

d s

c 
 J

q
p

VcdVcs

VcdVcsK







 =

( )*

| |
,

2

2
(42)

a mt mtfCP
=

+
− −

+
2

1 2
1 2

1 2
Im

| |
sin( )

| |

| |
cos( ).








∆ ∆ (43)

b → cc̄

PMC Physics A 2009, 3:3 http://www.physmathcentral.com/1754-0410/3/3

Page 27 of 82
(page number not for citation purposes)

where rB reflects the amplitude suppression for the b  u mode and B is the relative phase. We

have not yet used identical final states for D0 and  decays, yet we can see that there will be an

ambiguity in our result between B and  that could be resolved by using different D0 decay

modes.

There are several suggestions as to different D0 decay modes to use. In the original paper on

this topic Gronau and Wyler [72,73] propose using CP eigenstates for the D0 decay, such as K+ K-

, + - etc.., combining with charge specific decays and comparing B- with B+ decays. In the latter,

the sign of the strong phase is flipped with respect to the weak phase. In fact modes such as D*0

or K*- can also be used. (When using D*0 there is a difference in B of  between  D0 and 0 D0

decay modes [74].)

It is convenient to define the follow variables:

These are related to the variables defined in Eq. 47 as

Two diagrams for a charged B decay into a neutral D meson and a charged kaonFigure 17
Two diagrams for a charged B decay into a neutral D meson and a charged kaon.
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gram (b). There are two additional decay diagrams allowed for the B-, the color-suppressed tree
level diagram (c) and the elusive "Electroweak" Penguin diagram in (d). (So named because of
the intermediate  or Z boson.) Since it is expected that diagrams (c) and (d) are small, the direct
CP violating asymmetries in both charged and neutral modes should be the same. Yet Belle
observed [102]

The Belle data are shown in Figure 23.

The difference between  and  is not naively expected in the Standard Model

and Belle suggests that this may be a sign of New Physics. Peskin commented on this possibility

[103].

2.3 Conclusions from CP Violation Measurements
All CP violation in the quark sector is proportional to the parameter  in Eq. 1. In fact all CP

asymmetries are proportional to the "Jarlskog Invariant", J = A2 6 , which represents the equal

Processes for   K-+ and B-  K-0, (a) via tree and (b) Penguin diagrams, and B-  K-0 (c) via color-suppressed tree and (d)"Electroweak" Penguin diagramsFigure 22

Processes for   K-+ and B-  K-0, (a) via tree and (b) Penguin diagrams, and B-  K-0(c) via 
color-suppressed tree and (d)"Electroweak" Penguin diagrams.
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Experiments at e+e– colliders

6 52. Plots of Cross Sections and Related Quantities

R in Light-Flavor, Charm, and Beauty Threshold Regions
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Figure 52.3: R in the light-flavor, charm, and beauty threshold regions. Data errors are total
below 2 GeV and statistical above 2 GeV. The curves are the same as in Fig. 52.2. Note: CLEO data
above Ã (4S) were not fully corrected for radiative e�ects, and we retain them on the plot only for
illustrative purposes with a normalization factor of 0.8. The full list of references to the original data
and the details of the R ratio extraction from them can be found in [100]. The computer-readable
data are available at http://pdg.lbl.gov/current/xsect/. (Courtesy of the COMPAS (Protvino) and
HEPDATA (Durham) Groups, August 2019.)
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Experiments at e+e– colliders

NuFact 2017 – September 28, 2017 Dmitri Liventsev (VPI/KEK) – LFV at Belle – 6/43

 Belle experiment

Located in KEK, Tsukuba, Japan

KEKB is an asymmetric-energy e⁺e⁻ collider 3.5GeV/8.0GeV,

                                                               , 

BaBar and PEP-II : e+e- →Υ(nS)→BB ̄
  

4th July 2016 BaBar B-meson studies, Fergus Wilson, STFC/RAL 3 

* *
B beamE E E∆ = −*2 *2

ES beam Bm E p= − Event Topology 

Plus: blinded analysis, multivariate discriminants, Maximum Likelihood (ML) fits 
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BESIII Drift Chamber Tracking with Machine 
Learning 

Yao ZHANG1,*, Ye YUAN1 and Qiumei MA1 

1Institute of High Energy Physic, Beijng Yuquan Road 19B, China 

Abstract.  The tracking efficiency and the quality for the drift chamber of 
the BESIII experiment is essential to the physics analysis. The tracking 
efficiency of the drift chamber of BESIII is high for the high momentum 
tracks but still have room to improve for the low momentum tracks, 
especially for the tracks with multiple turn. A novel way to use a 
convolutional network called U-Net network is represented to solve the 
identification of the first turn’s hits for the multiple-turn tracks. 

1 Introduction 

1.1 The BESIII experiment 

The Beijing Spectrometer III (BESIII[1], Fig.1) has been running at the Beijing Electron 
Positron Collider II (BEPCII) for Tau-Charm physics since 2008. The tracking detector of 
the BESIII is a Multilayer Drift Chamber (MDC)[2]. The tracking efficiency for the high 
transverse momentum is high but lower when the cos(where  is the dip angle of the track ) 
is small for the low transverse momentum tracks (Fig. 2).  

               
Fig. 1. The BESIII Detector.                              Fig. 2. The tracking efficiency of the -  along cos  
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Non-leptonic hadron decays at e+e– colliders

• Coherent production of meson-antimeson 
pairs with kinematics constrained by precisely 
known collision energy


• Efficient flavor tagging for CP violation 
measurements


• Simple and clean event topologies: hadronic 
events have typically O(10) particles


• Asymmetric-energy colliders: boosted 
production for time-dependent measurements


• Hermetic detectors: excellent (and 
kinematically unbiased) efficiencies for all final 
states, including neutral hadrons such as π0, 
η, KS0, KL0, n̄

5

B-Factory basics 

• Asymmetric collider 
Boost of center-of-mass 

• Excellent vertexing 
performance ( ) 

• coherent  pairs 
production 

• Excellent flavour tagging 
performance

⇒

σ ∼ 15 μm
BB

6

Expected Mbc ≃ mBExpected ΔE ≃ 0

ΔE = E*B − s /2 Mbc = ( s /2)2 − ⃗p*2
B

•   
constrained kinematics 

• Hermetic detector  complete event 
reconstruction

s = m(Υ(4S)) = 10.58 GeV ≃ 2mB ⇒

⇒

 
measurement of 

 for time 
dependent CP 
violation (TDCPV) 

Δt

9
Invariant  mass with  energy 

replaced by half of the collision energy.
B B Difference between expected and 

observed B energy

Signal 
Continuum 

 backgroundBB̄

B factory analysis 101 

SignalContinuum 

Point-like particles colliding at BBbar threshold: low background and 
knowledge of initial state offers stringent kinematic constraints.  

Extract signal using

kinematics event shape
Event topology

Kinematics



Disclaimer 
Too much to cover, 
selection of results 

heavily biased by my 
personal interests


Many more results will be 
discussed by speakers in 

the parallel sessions
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Search for Bs→π0π0 PRD 107 (2023) L051101 

Study of B+→pn̄π0 2211.11251

Mass, width and BFs of Λc(2625)+ → Σc0π+ and Σc++π− PRD 107 (2023) 032008

BFs of Λc+→pKS0KS0 and pKS0η  PRD 107 (2023) 032004

Evidence for the SCS decay Ωc0→Ξ−π+ and search for Ωc0→Ξ−K+ 
and Ω−K+

 JHEP 01 (2023) 055

BFs of Λc+→Σ+η(‘) and asymmetry parameters of Λc+→Σ+π0  and 

Σ+η(‘)
PRD 107 (2023) 012003

BFs, asymmetry parameters and CPV for Λc+→Λh+ and Σ0h+  Sci. Bull. 68 (2023) 583

First measurement of the B+→π+π0π0 BF and CP asymmetry  PRL 130 (2023) 181804

BF and CPV in D0→KS0KS0π+π− PRD 107 (2023) 052001

Search for D+→K−KS0π+π+π0 2207.06595

BFs of B0→D*+h− and tests of QCD factorization  PRD 107 (2023) 012003

…

Observation of B→D(*)K–KS0 2305.01321

Novel method for charm flavor tagging 2304.02042

BF and CPV of B0→π0π0 2303.08354

Ωc0 lifetime PRD 107 (2023) L031103

BF and longitudinal polarization of B0→ρ+ρ– 2208.03554

…


CP-even fraction of D0→KS0π+π–π0 2305.03975

BF for Λc+→Σ+h+h–(π0) 2304.09405

BF of ψ(2S) →φKS0KS0 2303.08317

BFs of D0/+→KS0X 2302.14488

Observation of D0→φω PRL128(2022)011803

BFs of D0/+→π+π+π–X PRD 107 (2023) 032002

BF of Ds+→π+π+π–X 2212.13072

Observation of ψ(3770)→ηJ/ψ 2212.12165

Amplitude analysis of D0→KL0π+π– 2212.09048

CP-even fraction of D0→K+K–π+π– PRD 107 (2023) 032009

…



Hadronic decays as tools/inputs for other 
channels
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D(s)→π+π–π+X

• LHCb R(D*) measurement with the 3-prong τ channel suffers from limited 
knowledge of the leading and sub-leading backgrounds from Ds+→π+π–π+X and 
D0/+→π+π–π+X decays


• BESIII has measured these inclusive BFs for the first time 
 
 
 
 

• The result for the Ds+ channel is ~25% larger than the sum of the known 
exclusive BFs, implying that many exclusive Ds+ decays containing π+π–π+ are 
still unmeasured


• The results for the D0/+ channels are instead consistent with the sum of the 
known exclusive BFs, indicating little room of unobserved exclusive decays

[2212.13072, 2301.03214]

8
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B(D+
s ! ⇡+⇡+⇡�X) = (32.81± 0.35± 0.82)%

B(D0 ! ⇡+⇡+⇡�X) = (17.60± 0.11± 0.22)%

B(D+ ! ⇡+⇡+⇡�X) = (15.25± 0.09± 0.18)%

https://arxiv.org/abs/2212.13072
https://arxiv.org/abs/2301.03214


Observation of B→D(*)K–KS0 decays

• About 40% of the total B width is 
not measured in terms of exclusive 
branching fractions


• Limits the accuracy of the 
simulation and the performance 
of the hadronic tagging


• BF(B→DKK) could be as large as 
6%, but only a small fraction of its 
exclusive modes is known


• Highly pure signal observed


• Improved BF(B–→D0K–KS0) by 
more than a factor 3 and 
discovery of three other 
channels

[2305.01321]
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B. Shwartz , A. Sibidanov , F. Simon , J. B. Singh , J. Skorupa , K. Smith ,
R. J. Sobie , A. Soffer , A. Sokolov , Y. Soloviev , E. Solovieva , S. Spataro ,

B. Spruck , M. Starič , P. Stavroulakis , S. Stefkova , Z. S. Stottler , R. Stroili ,
J. Strube , J. Stypula , Y. Sue , R. Sugiura , M. Sumihama , K. Sumisawa ,

W. Sutcliffe , S. Y. Suzuki , H. Svidras , M. Tabata , M. Takahashi ,
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S. Wallner , W. Wan Abdullah , B. Wang , C. H. Wang , E. Wang ,
M.-Z. Wang , X. L. Wang , Z. Wang , A. Warburton , M. Watanabe ,

S. Watanuki , J. Webb , S. Wehle , M. Welsch , O. Werbycka , C. Wessel ,
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Abstract

We present a measurement of the branching fractions of four B0,� ! D(⇤)+,0K�K0
S decay

modes. The measurement is based on data from SuperKEKB electron-positron collisions at
the ⌥(4S) resonance collected with the Belle II detector and corresponding to an integrated
luminosity of 362 fb�1. The event yields are extracted from fits to the distributions of the
difference between expected and observed B meson energy to separate signal and background,
and are efficiency-corrected as a function of the invariant mass of the K�K0

S system. We
find the branching fractions to be

B(B� ! D0K�K0
S) =(1.89± 0.16± 0.10)⇥ 10�4,

B(B0 ! D+K�K0
S) =(0.85± 0.11± 0.05)⇥ 10�4,

B(B� ! D⇤0K�K0
S) =(1.57± 0.27± 0.12)⇥ 10�4,

B(B0 ! D⇤+K�K0
S) =(0.96± 0.18± 0.06)⇥ 10�4,

where the first uncertainty is statistical and the second systematic. These results include
the first observation of B0 ! D+K�K0

S , B� ! D⇤0K�K0
S , and B0 ! D⇤+K�K0

S decays
and a significant improvement in the precision of B(B� ! D0K�K0

S) compared to previous
measurements.
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Figure 1. Distribution of �E for B� ! D0K�K0
S (top left), B0 ! D+K�K0

S (top right), B� !
D⇤0K�K0

S (bottom left), and B0 ! D⇤+K�K0
S (bottom right) channels, with the projection of fits

overlaid. The fit components are highlighted, and the pulls between the fit and the data are shown below
each distribution.

5 Efficiency estimation

The efficiency is estimated for each channel separately using the signal simulation samples. The
efficiency "(mKK) is defined as the fraction of the generated events that are reconstructed and
selected in each bin of reconstructed m(K�K0

S). This allows the efficiency to be independent
of the m(K�K0

S) distribution of the data, which is unknown and possibly different from the
simulation. We divide the reconstructed m(K�K0

S) distribution into 20 equally-spaced intervals
(bins) between 1 GeV and 3.5 GeV. For each bin we determine the yield from a fit to the �E
distribution, using the same functional forms described in Sec. 4.
The efficiency is corrected for known data-simulation mismodelings. In particular, the PID
selection efficiency is calibrated with a scale factor as a function of momentum and polar angle
for each track; the K0

S reconstruction and selection efficiency is calibrated with a scale factor as a
function of the vertex distance; the reconstruction and selection efficiencies of the low-momentum

9
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Observation of B→D(*)K–KS0 decays

• Clear structures observed in the Dalitz plot of each decay (require further 
study)
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Table 1. Analysis results. Measured yield for the four channels; average efficiency defined as
" = Nreco/

P
i2m(K�K0

S) bins(N
reco
i /"i) with the correction described in Sec. 5; measured branching frac-

tions (the first uncertainty is statistical, the second systematic).

Channel Yield Average " B [10�4]

B� ! D0K�K0
S 207± 17 0.1009± 0.0006 1.89± 0.16± 0.10

B0 ! D+K�K0
S 108± 14 0.0525± 0.0005 0.85± 0.11± 0.05

B� ! D⇤0K�K0
S 51± 9 0.0457± 0.0004 1.57± 0.27± 0.12

B0 ! D⇤+K�K0
S 37± 7 0.0563± 0.0004 0.96± 0.18± 0.06
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Figure 4. Dalitz distributions of
�
m(D⇤K�),m(K�K0

S)
�

(upper panels) and
�
m(D⇤K0

S),m(K�K0
S)
�

(lower panels) for (left to right) B� ! D0K�K0
S , B0 ! D+K�K0

S , B� ! D⇤0K�K0
S , and B0 !

D⇤+K�K0
S channels. The background is subtracted by applying the signal sWeight.

7 Systematic Uncertainties

The contributions to the statistical and systematic uncertainties for each channel are summarized
in Table 2, expressed as relative uncertainties.
The first group of systematic uncertainties affects the efficiency estimation. They are related to
the disagreement between efficiencies in data and in simulation, and they are derived from the
uncertainties on the corresponding corrections. An uncertainty associated with the limited size
of the MC-simulation sample is included, which gives a statistical uncertainty in the efficiency
estimation. The uncertainty related to the tracking efficiency is estimated using a e+e� ! ⌧+⌧�

control sample. No correction is applied, but a per-track uncertainty of 0.24% is included assum-
ing full correlation between the tracks. For the uncertainty associated with the K0

S efficiency, a
scale factor determined in D⇤+ ! D0(! K0

S⇡
+⇡�)⇡+ decays is provided with a fully correlated

uncertainty equal to ±100% of the correction (0.55%/cm times the mean displacement of the de-
cay vertex). For the uncertainty associated with the PID-efficiency correction, two variations of
the nominal scale factors, according to the uncertainty, are applied to the efficiency. This uncer-
tainty is assumed to be fully correlated between tracks and in the p⇥ ✓ plane of the tracks. The
scale factors and the associated uncertainty are evaluated using D⇤+ ! D0(! K�⇡+)⇡+ and
K0

S ! ⇡+⇡� control samples. For the uncertainty associated with the low-momentum charged
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https://arxiv.org/abs/2305.01321


Hadronic B decays as probes for CP violation 
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CKM angle α

• Charmless B decays give 
access to α, the least known 
angle of the CKM unitarity 
triangle


• Combinations of measurements from isospin-related decays 
reduce the impact of hadronic uncertainties and yield ~5° 
uncertainty


• Belle II accesses all inputs and expects to reach O(1°) precision 
with O(10/ab)


• Need to be accompanied by an improved understanding of 
the size of isospin breaking (e.g., using B→πη('))
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• B0→π0π0 only accessible in e+e– collisions

• Rare: CKM- and color-suppressed

• Only photons in the final state

• Requires efficient flavor tagging


• Belle II measurement achieves Belle’s 
precision using only 1/3 of data 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FIG. 2. Distributions of Mbc (left), �E (middle), and Tc (right) for the B0 ! ⇡0⇡0 candidates with positive (top) and negative
(bottom) q tags. The result of the fit to the data is shown as a solid blue curve. The fit components are shown as a red
dashed curve (signal), blue dashed curve (continuum background), and green dashed curve (BB background). The plots are
signal-enhanced, which correspond to candidates with 5.275 < Mbc < 5.285GeV/c2, �0.10 < �E < 0.05GeV, and 0 < Tc < 3.
When the respective variable is displayed, the selections on that variable are not applied. The di↵erence between observed and
fit value divided by the uncertainty from the fit (pulls) are shown below each distribution.

ated by their one-standard-deviation uncertainties. The
systematic uncertainty is the sum in quadrature of the
change in signal yield for each bin. A similar procedure
to determine the systematic uncertainty associated with
fixing the continuum fractions in the r bins is also per-
formed. The systematic uncertainty associated with the
photon-energy corrections is determined by refitting on
data with the values of the corrections fluctuated by their
uncertainties. The largest change in yield is taken as the
systematic uncertainty. The systematic uncertainty asso-
ciated with the assumption of independence of �E from
r is determined by refitting on simulated data with the
�E slope for each r bin separately estimated using large
simulated samples. The procedure for estimating the un-
certainty in the number of BB meson pairs is described
in Ref. [40]. The systematic uncertainty associated with
the choice of (Mbc,�E) signal models is determined by
refitting on simulated data with two uncorrelated Crys-
tal Ball functions [41]. A small bias in the calculated
branching fraction due to the limitations of the PDFs
used to model the data is included as a systematic uncer-
tainty. The systematic uncertainty associated with a pos-
sible bias due to best candidate selection is determined
by refitting on data with the best candidate randomly
selected. The total systematic uncertainty is taken to
be the sum in quadrature of the individual contributions
(13.6%).

The CP asymmetry of B0 ! ⇡0⇡0 decays is measured

to be

ACP (B
0 ! ⇡0⇡0) = 0.14± 0.46± 0.07. (8)

The main sources of systematic uncertainties are listed
in Table I and are evaluated as follows. The systematic
uncertainties for the continumm parameterization, fixed
BB background yield, fixed signal r bin fraction, choice
of (Mbc,�E) signal model, and ACP fit bias are evalu-
ated as previously described. The systematic uncertainty
due to the fixed values of wk, �wk, and �✏k are deter-
mined by refitting simulated data with each parameter
individually fluctuated by its one-standard-deviation un-
certainties. The systematic uncertainty is the sum in
quadrature of the change in ACP for each parameter.
The systematic uncertainty associated with bias due to
potential non-zero ACP for the BB background is deter-
mined by refitting on simulated data with the generated
ACP for the two dominant BB backgrounds fluctuated
by one standard deviation from their known values. The
systematic uncertainty associated with the q · r asymme-
try of the continuum is determined by refitting the data
with the q · r asymmetry term of the continuum PDF
fluctuated by its one-standard-deviation uncertainty.
We average our results with previous measurements of

B and ACP for B0 ! ⇡0⇡0 and use the isospin analy-
sis in Ref. [2], along with previous measurements of the
branching fractions and CP -asymmetry parameters for
B0 ! ⇡+⇡� and B+ ! ⇡+⇡0 [4], and find that the �2

Towards CKM angle α with B→ππ
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GeV/c threshold on ⇡0 momentum, which is removed
since the ⇡0 from the D0 has significantly lower momen-
tum than the ⇡0 from a signal decay. We determine the
branching fraction to be B(B0 ! D0(! K+⇡�⇡0)⇡0) =
(3.66 ± 0.21) ⇥ 10�5, and the direct CP asymmetry
to be ACP (B

0 ! D0⇡0) = 0.01 ± 0.16. The uncer-
tainties for the control mode measurements are statis-
tical only. These values agree with previous measure-
ments [4]. Figure 1 shows signal-enhanced projections of
the fits to data. The signal-enhanced region is defined as
5.275 < Mbc < 5.285GeV/c2, �0.10 < �E < 0.05GeV,
and 0 < Tc < 3. This control mode is used to calibrate
the �E width of the signal mode, which is taken from
simulation.

We apply the fit described above to the 3177 selected
B0 ! ⇡0⇡0 candidate events. The signal yield, ACP , and
continuum yield are free to vary, while the BB yield is
fixed to the expectation from simulations. We obtain a
signal yield of 93± 18 events. Figure 2 shows the signal-
enhanced projections of the fits to data, separately for
positive and negative q tags. The signal-enhanced region
for the B0 ! ⇡0⇡0 signal decay is the same as that for
the B0 ! D0(! K+⇡�⇡0)⇡0 control mode and rejects
approximately 96% of the continuum background. To
determine the signal significance, we convolve the statis-
tical and additive systematic uncertainties and calculate
the test statistic 2(logLm � logL0) = 32.0 with two de-
grees of freedom, where logLm is the log-likelihood of the
measured signal yield and logL0 is determined by fixing
the signal yield to zero. The second degree of freedom
is lost due to ACP = 0 when there is no signal. A total
significance of 5.2 standard deviations is obtained.

The branching fraction is calculated using

B(B0 ! ⇡0⇡0) =
Ns(1 + f+�/f00)

2 " NBB B(⇡0 ! ��)2
, (6)

where Ns is the signal yield, " is the signal reconstruc-
tion and selection e�ciency, NBB is the number of BB

pairs produced, B(⇡0 ! ��) [4] is the ⇡0 ! �� branch-
ing fraction, and f+�/f00 is the ratio of the branching
fractions for the decay of ⌥ (4S) to B+B� and B0B0.
The ratio f+�/f00 is determined to be 1.065 ± 0.012 ±
0.019±0.047 [39], where the first and second uncertainties
are statistical and systematic, respectively, and the third
uncertainty is due to the assumption of isospin symmetry
in B ! J/ (! ``)K, where ` = e or µ. Inserting the val-
ues Ns = 93± 18, " = 35.5%, NBB = (198.0± 3.0)⇥ 106,

and B(⇡0 ! ��) = 98.823± 0.034 [4], we obtain

B(B0 ! ⇡0⇡0) = (1.38± 0.27± 0.22)⇥ 10�6, (7)

where the first and second uncertainties are statistical
and systematic (discussed below), respectively.

The main sources of systematic uncertainties are listed
in Table I and are evaluated as follows. The systematic
uncertainty associated with the ⇡0 reconstruction e�-
ciency is determined from data using the decays D⇤� !

Source B(%) ACP

⇡0 reconstruction e�ciency 11.6 n/a
Continuum parametrization 7.4 0.02
Continuum classifier e�ciency 6.5 n/a
1 + f+�/f00 2.5 n/a
Fixed BB background yield 2.3 0.01
Fixed signal r bin fractions 2.2 0.01
Knowledge of the photon-energy scale 2.0 n/a
Assumption of independence of �E from r 1.8 < 0.01
Number of BB meson pairs 1.5 < 0.01
Choice of (Mbc,�E) signal model 1.3 0.02
Fixed continuum r bin fraction 1.1 < 0.01
Branching fraction fit bias 1.0 n/a
Best candidate selection 0.2 < 0.01
Mistagging parameters n/a 0.05
Potential non-zero BB background ACP n/a 0.03
ACP fit bias n/a 0.02
Continuum q · r asymmetry n/a 0.01
Total 16.2 0.07

TABLE I. Summary of systematic uncertainties. The total is
calculated by adding all systematic uncertainties in quadra-
ture.

D0(! K+⇡�⇡0)⇡� and D⇤� ! D0(! K+⇡�)⇡�,
where the ⇡0 selection is identical to that of the signal.
The ⇡0 reconstruction e�ciency as a function of momen-
tum is also measured using ⌧� ! 3⇡⇡0⌫ and ⌧� ! 3⇡⌫
decays. A di↵erence of 4.7% is observed with respect to
the measurement based on D decays and is included in
the systematic uncertainty.

The systematic uncertainty associated with the contin-
uum parametrization accounts for the uncertainty in each
of the data-driven continuum PDF parameters. The con-
tribution of each parameter is determined by refitting on
simulated data with the parameter used in the continuum
PDF fluctuated by its one-standard-deviation uncertain-
ties. All other continuum PDF parameters are corre-
spondingly shifted according to their correlation with the
fluctuated parameter. The systematic uncertainty is the
sum in quadrature of the change in signal yield for each
parameter.

The systematic uncertainty associated with the e�-
ciency of the continuum classifier is determined using
B0 ! D0(! K+⇡�⇡0)⇡0 decays. The e�ciencies of the
classifier selection in data and simulation are consistent
within the statistical uncertainties. The overall statis-
tical uncertainty is assigned as systematic uncertainty.
The f+�/f00 systematic uncertainty combines the origi-
nal systematic uncertainty and the uncertainty due to the
assumption of isospin symmetry. The systematic uncer-
tainty associated with the fixed BB background yield is
determined by refitting on simulated data with the gen-
erated BB yield fluctuated by its one-standard-deviation
uncertainties. The systematic uncertainty associated
with the fixed signal fractions for r bins is determined by
refitting simulated data with the signal fractions fluctu-

 For B→π+π–, π+π0 (and ρρ) results see S. Raiz’s talk
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FIG. 2. Distributions of Mbc (left), �E (middle), and Tc (right) for the B0 ! ⇡0⇡0 candidates with positive (top) and negative
(bottom) q tags. The result of the fit to the data is shown as a solid blue curve. The fit components are shown as a red
dashed curve (signal), blue dashed curve (continuum background), and green dashed curve (BB background). The plots are
signal-enhanced, which correspond to candidates with 5.275 < Mbc < 5.285GeV/c2, �0.10 < �E < 0.05GeV, and 0 < Tc < 3.
When the respective variable is displayed, the selections on that variable are not applied. The di↵erence between observed and
fit value divided by the uncertainty from the fit (pulls) are shown below each distribution.

ated by their one-standard-deviation uncertainties. The
systematic uncertainty is the sum in quadrature of the
change in signal yield for each bin. A similar procedure
to determine the systematic uncertainty associated with
fixing the continuum fractions in the r bins is also per-
formed. The systematic uncertainty associated with the
photon-energy corrections is determined by refitting on
data with the values of the corrections fluctuated by their
uncertainties. The largest change in yield is taken as the
systematic uncertainty. The systematic uncertainty asso-
ciated with the assumption of independence of �E from
r is determined by refitting on simulated data with the
�E slope for each r bin separately estimated using large
simulated samples. The procedure for estimating the un-
certainty in the number of BB meson pairs is described
in Ref. [40]. The systematic uncertainty associated with
the choice of (Mbc,�E) signal models is determined by
refitting on simulated data with two uncorrelated Crys-
tal Ball functions [41]. A small bias in the calculated
branching fraction due to the limitations of the PDFs
used to model the data is included as a systematic uncer-
tainty. The systematic uncertainty associated with a pos-
sible bias due to best candidate selection is determined
by refitting on data with the best candidate randomly
selected. The total systematic uncertainty is taken to
be the sum in quadrature of the individual contributions
(13.6%).

The CP asymmetry of B0 ! ⇡0⇡0 decays is measured

to be

ACP (B
0 ! ⇡0⇡0) = 0.14± 0.46± 0.07. (8)

The main sources of systematic uncertainties are listed
in Table I and are evaluated as follows. The systematic
uncertainties for the continumm parameterization, fixed
BB background yield, fixed signal r bin fraction, choice
of (Mbc,�E) signal model, and ACP fit bias are evalu-
ated as previously described. The systematic uncertainty
due to the fixed values of wk, �wk, and �✏k are deter-
mined by refitting simulated data with each parameter
individually fluctuated by its one-standard-deviation un-
certainties. The systematic uncertainty is the sum in
quadrature of the change in ACP for each parameter.
The systematic uncertainty associated with bias due to
potential non-zero ACP for the BB background is deter-
mined by refitting on simulated data with the generated
ACP for the two dominant BB backgrounds fluctuated
by one standard deviation from their known values. The
systematic uncertainty associated with the q · r asymme-
try of the continuum is determined by refitting the data
with the q · r asymmetry term of the continuum PDF
fluctuated by its one-standard-deviation uncertainty.
We average our results with previous measurements of

B and ACP for B0 ! ⇡0⇡0 and use the isospin analy-
sis in Ref. [2], along with previous measurements of the
branching fractions and CP -asymmetry parameters for
B0 ! ⇡+⇡� and B+ ! ⇡+⇡0 [4], and find that the �2
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Hadronic B → Kπ decays 

Hadronic unknowns from soft gluons: hard to extract reliably CKM phases from 
single processes. Appropriate combinations of channels suppress unknowns 
offering stringent BSM tests

Current precision 13%. 

Reduce to ~2% thanks to 
precise LHCb determinations in 
final states with charged and 
unique Belle II access to K⁰π⁰ 
Similar tests accessible in K*π 
and K*ρ systems
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B→Kπ isospin sum-rule

• Combining with ACP(K0π0) from time-dependent analysis [2305.07555] and with 
world-average lifetimes, Belle II obtains result competitive with world average
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FIG. 2. The �E distribution for (top) kaon- and (bot-
tom) pion-enhanced sample of B0 ! h+⇡0 candidates (h+ =
K+,⇡+). The result of a fit to the sample is shown as a solid
black curve. The fit components are shown as black dashed
curve (signal), blue shaded area (feed-across), red shaded area
(BB background), and purple shaded area (continuum back-
ground). Di↵erences between observed data and total fit re-
sults normalized by fit uncertainties (pulls) are also shown.
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are assessed by repeating the fit on pseudo-experiments428
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each of the 100 fits, the correction factors are drawn430

within their uncertainties from a Gaussian distribution,431

taking correlations into account. The standard devia-432
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tions is assigned as the systematic uncertainty for the434

correction factors. Similarly, for the signal, feed-across435

(CF) and K0
SK

+ peaking background shapes, 100 fits on436

pseudo-experiments are performed, each time with di↵er-437

ent shape parameters drawn within their uncertainties.438

The standard deviation of the di↵erence of the physics439

parameter distributions is assigned as a systematic un-440

FIG. 3. The �E distribution for (top) B+ ! K0
S⇡

+ and (bot-
tom) B0 ! K0

S⇡
0 candidates. The result of a fit to the sample

is shown as a solid black curve. The fit components are shown
as a black dashed curve (signal), blue shaded area (peaking
background), red shaded area (BB background), and purple
shaded area (continuum background). Di↵erences between
observed data and total fit results normalized by fit uncer-
tainties (pulls) are also shown.

certainty.441

To assess a systematic uncertainty for the BB shapes,442

we develop an alternative fit model with di↵erent �E443

PDFs and varying C 0 parameters for the BB background.444

We generate 100 pseudo-experiments around this alter-445

native fit model and fit the data sets with the alterna-446

tive and default fit model. The mean of the di↵erences447

between the fit results is assigned as a systematic uncer-448

tainty.449

We perform no best candidate selection in events450

with multiple reconstructed candidates. To assess a451

systematic uncertainty associated with a possible data-452

simulation mismatch in candidate multiplicity, we repeat453

the fit to the data by randomly selecting a single candi-454

date in each event. The di↵erence from the default fit455

result is taken as a systematic uncertainty.456

For B0 ! K0
S⇡

0, the BB̄ and continuum backgrounds457

are assumed to be flavor-symmetric in the default fit.458
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grounds are assumed to be flavor-symmetric, since simu-350

lation studies show that allowing for background asym-351

metries can bias the signal asymmetry. Potential bias for352

this assumption is accounted for in the systematic uncer-353

tainty. As for the flavor-tagging parameters of the back-354

grounds, for the BB background we use the same param-355

eters as for signal; for continuum, the fraction of candi-356

dates in each r interval is fixed from simulation. We val-357

idate the flavor-tagging parameters of simulated contin-358

uum events in data, using candidates with�E > 0.1GeV359

where only the continuum background is expected.360

The signal asymmetries are corrected for instrumental361

asymmetry [30] due to di↵erences in interaction and re-362

construction probabilities between particles and antipar-363

ticles. All corrections and their associated systematic364

uncertainties are detailed in Section 5. The fit results365

are listed in Table I, and the fit projections onto the �E366

distributions are shown in Figs. 1 to 3. The C 0 distribu-367

tions are shown in the Appendix. All results agree with368

current world averages.369

The branching fraction and direct CP asymmetry of370

B0 ! K0⇡0 have also been measured in a decay-time-371

dependent analysis in Ref. [11], which features a di↵erent372

selection than the one reported here. In particular, the373

signal e�ciency of Ref. [11] is 25% lower. This yields a374

fraction of common candidates between the two analy-375

ses which is 46% of those used here. This fraction in-376

creases to 53% in a signal-enhanced region defined by377

�0.13 < �E < 0.10GeV and C 0 > 0.9. By resampling378

the data set one thousand times, with repetition of can-379

didates allowed, and rerunning the two analyses, we cal-380

culate the statistical correlation between the branching-381

fraction measurements to be 76%, and that of ACP to382

be 21%. The measurements reported here and those of383

Ref. [11] agree, hence we combine them, using the best384

linear unbiased estimator [31], to enhance precision. The385

results are reported in the last row of Table I. That of386

ACP supersedes the measurement provided in Ref. [11].387

5. SYSTEMATIC UNCERTAINTIES388

Systematic uncertainties are summarized in Table II389

for the branching fractions and Table III for the direct390

CP asymmetries.391

We assign an uncertainty on the branching ratios392

of 0.24% per track in the final state, to accommo-393

date for tracking e�ciency uncertainties as derived from394

e+e� ! ⌧+⌧� events, where one ⌧ decays leptoni-395

cally ⌧+ ! `+⌫`⌫⌧ with ` = e, µ and one hadronically396

⌧� ! ⇡+⇡�⇡�⌫⌧ + n⇡0.397

A 1.5% systematic uncertainty is assigned to each398

branching fraction due to the uncertainty on the num-399

ber of BB pairs N in Eq. 3. In addition, the uncertainty400

on f+�/00 (2.4% or 2.5%) is included as a systematic401

uncertainty.402

Several systematic uncertainties are related to the se-403

lection and reconstruction e�ciencies. The ⇡0 recon-404

FIG. 1. The �E distribution for (top) kaon- and (bottom)
pion-enhanced sample of B0 ! h+⇡� candidates (h+ =
K+,⇡+). The result of a fit to the sample is shown as a
solid black curve. The fit components are shown as black
dashed curve (signal), blue shaded area (feed-across), and
purple shaded area (background). Di↵erences between ob-
served data and total fit results normalized by fit uncertain-
ties (pulls) are also shown.

struction e�ciency is assessed using D0 ! K+⇡�⇡0 and405

⌧+ ! ⇡+⇡�⇡+⇡0⌫⌧ decays; the K0
S reconstruction ef-406

ficiency is evaluated using D⇤+ ! D0(! K0
S⇡

+⇡�)⇡+
407

and D⇤+ ! D0(! K0
S⇡

0)⇡+ decays; and the con-408

tinuum suppression (CS) e�ciency is determined using409

B+ ! D0(! K+⇡�)⇡+, B+ ! D0(! K+⇡�⇡0)⇡+,410

and B+ ! D0(! K0
S⇡

0)⇡+ decays. Using these large-411

sample control channels, we measure the e�ciencies in412

data and simulation and scale the branching ratios by413

the ratio of both. The uncertainty on the ratios is as-414

signed as a systematic uncertainty.415

Correction for e�ciencies and misidentification rates of416

the PID selections are obtained as a function of track mo-417

mentum and polar angle from abundant control samples418

of K0
S ! ⇡+⇡� and D⇤+ ! D0(! K�⇡+)⇡+ decays. To419

estimate uncertainties associated with these corrections420

for the relevant physics parameters, we propagate the un-421

certainties using pseudo-experiments, with nominal and422
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certainty.441

To assess a systematic uncertainty for the BB shapes,442

we develop an alternative fit model with di↵erent �E443

PDFs and varying C 0 parameters for the BB background.444

We generate 100 pseudo-experiments around this alter-445

native fit model and fit the data sets with the alterna-446

tive and default fit model. The mean of the di↵erences447

between the fit results is assigned as a systematic uncer-448

tainty.449

We perform no best candidate selection in events450

with multiple reconstructed candidates. To assess a451

systematic uncertainty associated with a possible data-452

simulation mismatch in candidate multiplicity, we repeat453

the fit to the data by randomly selecting a single candi-454

date in each event. The di↵erence from the default fit455

result is taken as a systematic uncertainty.456

For B0 ! K0
S⇡

0, the BB̄ and continuum backgrounds457

are assumed to be flavor-symmetric in the default fit.458
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We generate 100 simulated data sets with nonzero back-459

ground asymmetries, where we fix the BB̄ background460

asymmetry to ±1 or the continuum background asym-461

metry to the value obtained from data for candidates462

with 0.1 < �E < 0.3 GeV. The means of the absolute463

di↵erences between the fit results of the alternative and464

default fit models are assigned as a systematic uncertain-465

ties.466

In the fit of the B0 ! K0
S⇡

0 sample, the flavor-tagging467

parameters are Gaussian-constrained with widths corre-468

sponding to their uncertainties in the default fit, thus469

any systematic uncertainty related to those parameters470

is already included in the statistical uncertainty from the471

fit. The value of the decay-time-integrated B0B0 mixing472

probability �d is fixed in the fit. We propagate its un-473

certainty using pseudo-experiments. The contribution is474

negligible.475

We estimate the instrumental asymmetry for charged476

pions by measuring the charge asymmetry in an abun-477

dant sample of D+ ! K0
S⇡

+ decays assuming negligi-478

ble contributions from K0
S asymmetries and subtracting479

the known value of ACP (D+ ! K0
S ⇡+ ) [4]. To ob-480

tain the instrumental asymmetry for charged kaons, we481

determine the charge asymmetry in D0 ! K�⇡+ de-482

cays, which provides the joint K�⇡+ instrumental asym-483

metry. In D0 ! K�⇡+ decays, direct CP violation is484

expected to be smaller than 0.1% [4]. Therefore, we at-485

tribute any nonzero asymmetry to instrumental charge486

asymmetries. Combining the K�⇡+ and ⇡+ asymme-487

tries, we obtain the kaon instrumental asymmetry. The488

instrumental asymmetries depend on the kinematic prop-489

erties of the relevant charged particles and on the number490

of associated hits. Tracks in control channel decays are491

selected to have kinematic and hit-multiplicity distribu-492

tions as close as possible to those of the signal. The493

systematic uncertainty is due to possible residual di↵er-494

ences.495

To validate the fit, we perform simplified simulated496

experiments where the generated values of either B or497

ACP are changed. This validation shows a small bias for498

the CP asymmetry of B+ ! K0
S⇡

+ and B+ ! ⇡+⇡0.499

We assign this bias as systematic uncertainty.500

6. MEASUREMENT OF THE ISOSPIN SUM501

RULE AND CONCLUSION502

We determine the value of the isospin sum rule us-503

ing Eq. 1 with our measurement of the branching frac-504

tions and direct CP asymmetries and a ratio ⌧B0/⌧B+ of505

0.9273± 0.0033 [4]. The ratios of branching fractions are506

summarized in Table IV. Common systematic uncertain-507

ties canceled out, such as those related to the tracking508

e�ciency and the number of produced B mesons. The509

systematic uncertainty from f00 also cancels in the ratio510

for B0 decays. We considered the anti-correlation of f00
511

and f+� uncertainties for the ratio between B+ and B0
512

decays.513

We obtain a value of the isospin sum rule of514

IK⇡ = �0.03± 0.13± 0.05, (5)

where we account for correlations between uncertainties.515

To conclude, we report measurements of the branching516

fractions of B0 ! K+⇡�, B0 ! ⇡+⇡�, B+ ! ⇡+⇡0,517

B+ ! K+⇡0, B+ ! K0⇡+, and B0 ! K0⇡0 and the518

CP asymmetries for all modes apart from B0 ! ⇡+⇡�.519

The results agree with current world averages. Using520

Belle II measurements alone, we obtain a value of the521

isospin sum rule in agreement with the SM expectation522

and limited by the statistical uncertainty.523
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 (world average )  
 Competitive precision to world’s best already with this data size. 

IKπ = − 0.03 ± 0.13 ± 0.05 0.13 ± 0.11
⇒

 result combined with time-dependent analysis (arxiv.org/abs/2206.07453), 
obtaining world’s best: 
B0 → K0

Sπ0

ACP(K0
Sπ0) = − 0.10 ± 0.12 ± 0.05

 
 

 

ℬ(K+π−) = (20.67 ± 0.37 ± 0.62) × 10−6

&CP(K+π−) = − 0.072 ± 0.019 ± 0.007

ℬ(K0
Sπ+) = (24.40 ± 0.71 ± 0.86) × 10−6

&CP(K0
Sπ+) = + 0.046 ± 0.029 ± 0.007

 and  agree and are competitive with world’s best,  systematically limited. ℬ &CP ℬ

 
 

 

ℬ(K+π0) = (13.93 ± 0.38 ± 0.84) × 10−6

&CP(K+π0) = + 0.013 ± 0.027 ± 0.005

ℬ(K0
Sπ0) = (10.16 ± 0.65 ± 0.67) × 10−6

&CP(K0
Sπ0) = − 0.006 ± 0.15 ± 0.05

B0 → K+π− B+ → K+π0

B+ → K0
Sπ+ B0 → K0

Sπ0

More detail in talk 
by Jake Bennett
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[Belle II preprint 2023-003  
in preparation]

See J. Skorupa’s, 
J. Bennett’s and 
S. Raiz’s talks

https://arxiv.org/abs/2305.07555
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CKM angle �

• The only CP-violation parameter that can 
be measured from tree-level decays 
(negligible theory uncertainty)


• Unconstrained CP violating effects in non-
leptonic tree-level decays can modify the 
SM relation between γ and other CKM 
elements by several degrees


• Current ~4º precision dominated by 
LHCb, in particular by the measurement of 
B–→DK– with D→Ks0π+π−


• CLEO+BESIII coherent D0D̄0 data 
instrumental to constrain the strong-phase 
difference δD, which for D→Ks0π+π− is 
measured in bins of the Dalitz plot: (ci, si)
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Figure 10: Model-predicted strong-phase parameter differences compared with the as-
sumed values in the model-independent analysis from BESIII [18].
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BESIII inputs to

• The inclusion of the D0→KL0π+π− mode in 
the determination of (ci, si) provides a 3× 
more data at BESIII, but introduces 
uncertainty due to unknown U-spin-
breaking parameters 
 
 

• Now measured with an amplitude analysis 
of D0→KL0π+π− (first ever with a KL0)


• Large deviations from assumed values 
of unity (i.e., large U-spin breaking) 
observed


• Model-predicted strong-phase parameter 
differences between KS0π+π− and KL0π+π− 
consistent with assumed values but more 
precise

[2212.09048]
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Resonance |⇢̂| arg(⇢̂) [�] |1� 2tan2✓C ⇢̂|2

⇢(770) 1.93± 0.27± 0.42 �90.6± 5.8± 7.6 1.05± 0.04± 0.06

!(782) 6.13± 0.75± 0.53 2.2± 7.0± 4.8 0.12± 0.05± 0.04

f2(1270) 3.75± 0.90± 0.81 �56.5± 16.8± 12.9 0.72± 0.20± 0.15

⇢(1450) 12.12± 2.92± 1.88 78.4± 14.4± 15.6 2.19± 0.95± 0.83

⇡⇡ S-wave 0.37± 0.21± 0.37 �164.4± 15.7± 13.4 1.08± 0.04± 0.08

Table 9: Measured U-spin breaking parameters. The first uncertainty is statistical and
the second is total systematic.
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Figure 7: Model and data DP projections of K0
L⇡

+⇡� signal mode.

This effect results in the lower total fit fraction and in the partial-fit fractions of some
CF components, such as K⇤(892)� and K⇤

0 (1430)
� for a K0

L⇡
+⇡� model as compared to

K0
S⇡

+⇡�. The CP -resonance fit fractions are additionally affected by the U-spin breaking
parameter phases, of which the !(782) resonance is a clear example. Fit fraction for both
the modes are given in table 10.

0
50

100
150
200
250
300
350
400
450
500

4 c/2
Ev

en
ts

/0
.0

27
 G

eV

0.5 1 1.5 2 2.5 3
]4c/2 [GeV+π0

SK
s

5−

0

5

2 χ

0

0.5

1

1.5

2

310×

4 c/2
Ev

en
ts

/0
.0

27
 G

eV

Data
Model

/ndf = 829.2 = 966 = 0.862χ

0.5 1 1.5 2 2.5 3
]4c/2 [GeV-π0

SK
s

5−

0
5

2 χ

0
50

100
150
200
250
300
350
400
450
500

4 c/2
Ev

en
ts

/0
.0

2 
G

eV

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
]4c/2 [GeV-π+πs

5−

0
5

2 χ

Figure 8: Model and data DP projections of K0
S⇡

+⇡� signal mode.

Model-predicted strong-phase parameter values for K0
L⇡

+⇡� and K0
S⇡

+⇡�, in equal-
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A(D0 ! K0
L(⇡

+⇡�)kCP )

A(D0 ! K0
S(⇡

+⇡�)kCP )
= 1� 2⇢̂kCP tan

2✓C

https://arxiv.org/abs/2212.09048
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    with CP-odd D final states�

• B factories have unique access to CP-odd D final states, such 
as in B–→D(→KS0π0)K– decays


• Combined with CP-even modes, such as B–→D(→K+K–)K–, 
can measure γ without additional inputs

+

 using  eigenstatesγ CP

 

Small BF’s, signal selection is crucial. 

2D fit ( ) of 6 categories: 

B± → DCP±, D → K+K− (CP even) D → K0
Sπ0 (CP odd)

ΔE, CS′ 

(DK, Dπ) × (K+K−, K0
Sπ0, K+π−)

8

B → DπB → DK

ℛCP+ = 1.164 ± 0.081 ± 0.036
ℛCP− = 1.151 ± 0.074 ± 0.019
'CP+ = + 0.125 ± 0.058 ± 0.014
'CP− = − 0.167 ± 0.057 ± 0.006

189 fb–1 Belle II + 711 fb–1 Belle

Results consistent with BaBar and LHCb, but not competitive.  
Contribute to constrain  in combination with other measurements. γ

Only accessible 
to Belle II

Evidence for difference in .'CP±

Table 3. 68.3% and 95.4% one-dimensional CL regions for �3 and rB , for �3 2 0° to 180°.

68.3% CL 95.4% CL
[8.5, 16.5] [5.0, 22.0]

�3 (°) [84.5, 95.5] [80.0, 100.0]
[163.3, 171.5] [157.5, 175.0]

rB [0.321, 0.465] [0.241, 0.522]
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Figure 7. 1�CL for �3 and rB , The dashed horizontal line shows the 68.3% CL, the dash-dotted

line shows the 95.4% CL.
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preliminary
preliminary

See S. Raiz’s talk, which includes also another recent γ result from Belle + Belle II

[Belle II Preprint 2023-011,

in preparation]
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CP violation in charmed baryons

• Mostly unexplored, complements searches in charmed mesons and in beauty baryons

• At e+e– machines can get good signals for many modes, and Belle is (still) among the 

most active contributors
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FIG. 1. The simultaneous fit to ⇤+
c (left) and ⇤�

c (right) samples from real data for ⇤+
c ! ⇤K+ (top) and ⇤+

c ! ⇤⇡+ (bottom).
The red curve is the total fitting result. The dashed lines show the components of signal and backgrounds (see text).

TABLE I. The fitted yield (Nsig), e�ciency (") ratio, and ratio
of branching fractions (B) for signal modes ⇤+

c ! (⇤, ⌃0)K+

relative to reference modes ⇤+
c ! (⇤, ⌃0)⇡+, compared with

the world average values (W.A.) [38].

Channel Nsig "sig/"ref Bsig/Bref (%) W.A.(%)
⇤+

c ! ⇤K+ 11175± 296
0.836 5.05± 0.13± 0.09 4.7± 0.9

⇤+
c ! ⇤⇡+ 264470± 787

⇤+
c ! ⌃0K+ 2436± 132

0.835 2.78± 0.15± 0.05 4.0± 0.6
⇤+

c ! ⌃0⇡+ 105018± 475

B(⇤+
c ! ⌃0K+)

B(⇤+
c ! ⌃0⇡+)

= (2.78± 0.15± 0.05)% , (15)

where the first uncertainties are statistical and the sec-
ond are systematic. Systematic uncertainties are de-
scribed in detail in Sec. IX. These results are consis-
tent with the recent results from BESIII, B(⇤+

c !⇤K+)

B(⇤+
c !⇤⇡+)

=

(4.78± 0.39)% [56] within 0.6� and B(⇤+
c !⌃0K+)

B(⇤+
c !⌃0⇡+)

=

(3.61± 0.73)% [57] within 1.1�, but with precision im-
proved by threefold and fivefold, respectively.

Multiplying the BF results in Eqs.(14, 15) by the
world average values for the BF of the appropriate
reference mode, B(⇤+

c ! ⇤⇡+) = (1.30 ± 0.07)% and
B(⇤+

c ! ⌃0⇡+) = (1.29 ± 0.07)% [38], we measure the
absolute branching fraction for the SCS decays,

B(⇤+
c ! ⇤K+) =

(6.57± 0.17± 0.11± 0.35)⇥ 10�4, (16)

B(⇤+
c ! ⌃0K+) =

(3.58± 0.19± 0.06± 0.19)⇥ 10�4, (17)

where the first uncertainties are statistical, the sec-
ond are systematic, and the third are from the uncer-
tainties on the BFs for the reference modes. These
results are consistent with current world average val-
ues [38], B(⇤+

c ! ⇤K+) = (6.1± 1.2)⇥10�4 within 1�
and B(⇤+

c ! ⌃0K+)= (5.2± 0.8)⇥10�4 within 2�, but
with significantly improved precision.
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FIG. 2. The simultaneous fit to ⇤+
c (left) and ⇤�

c (right) samples from real data for ⇤+
c ! ⌃0K+ (top) and ⇤+

c ! ⌃0⇡+

(bottom). The red curve is the total fitting result. The dashed lines show the components of signal and backgrounds (see text).

VII. DECAY ASYMMETRY PARAMETER ↵

To extract the ↵ parameter, the cos ✓⇤ distributions
of ⇤+

c ! ⇤h+ modes are divided into 10 bins of uni-
form width. The cos ✓⌃0 versus cos ✓⇤ distributions for
⇤+
c ! ⌃0h+ modes are similarly divided into 5⇥5 bins

for ⇤+
c ! ⌃0K+ and 6⇥6 bins for ⇤+

c ! ⌃0⇡+, since the
latter mode has much greater statistics. To extract the
per-bin yield, we fit the M(⇤+

c ) distribution with signal
parameters and background polynomial parameters fixed
according to the fit to the full sample integrated over
helicity angles. In the ⇤+

c ! ⌃0h+ modes, the ratio of
broken-⌃0 signal to total signal depending on the cos ✓⌃0

bin is fixed to the truth-matched results in simulation. In
the ⇤+

c ! ⌃0⇡+ mode, the shape of the reflection back-
ground ⇤+

c ! ⇤⇡+ is found to depend on the cos ✓⌃0 bins
and its shape in each bin is fixed to the results from a fit
to simulation.

The fitted signal yields are corrected bin-by-bin with
the signal e�ciencies, which are determined based on sig-
nal MC events produced with our measured angular dis-

tribution. Here the e�ciency correction has e↵ectively
included the resolution of helicity angles because the ef-
ficiencies are calculated by the ratios between the recon-
structed signals in i-th bin of the cosine of reconstructed
helicity angles and the generated signals in i-th bin of
the cosine of helicity angles. These distributions are fit-
ted according to Eqs. (6, 7) and the fit results are shown
in Fig. 3 for ⇤+

c ! ⇤h+ and Fig. 4 for ⇤+
c ! ⌃0h+. The

fitted slope factors (↵⇤+
c
↵⇤) are

↵avg

⇤+
c
(⇤+

c ! ⇤K+) · ↵avg
⇤ = �0.441± 0.037 , (18)

↵avg

⇤+
c
(⇤+

c ! ⇤⇡+) · ↵avg
⇤ = �0.570± 0.004 , (19)

↵avg

⇤+
c
(⇤+

c ! ⌃0K+) · ↵avg
⇤ = �0.41 ± 0.14 , (20)

↵avg

⇤+
c
(⇤+

c ! ⌃0⇡+) · ↵avg
⇤ = �0.349± 0.012 , (21)

where only statistical uncertainties are given. The su-
perscript ‘avg’ denotes the averaged ↵ value for the com-
bined ⇤+

c (⇤) and ⇤�
c (⇤) decays. Dividing these re-

sults by the most precise ↵avg
⇤ = 0.7542 ± 0.0026 from

BESIII [18] gives the final decay asymmetry parameters

4

⇤+
c candidates for ⇤+

c ! ⇤h+ modes. For ⇤+
c ! ⌃0h+

modes, an additional term given by (M(⌃0)�m⌃0)2/�2
M

where �M = 4 MeV/c2 is the ⌃0 mass resolution, is
added. The BCS has a signal e�ciency of 60% for events
with multiple candidates and does not introduce any
peaking backgrounds.

V. DIRECT CP ASYMMETRY

The signal probability density function (PDF) is de-
scribed by a sum of three or four asymmetric Gaus-
sian functions for SCS or CF modes, respectively. These
Gaussian functions share a common mean parameter but
have di↵erent width parameters. For modes that include
a ⌃0, an additional component denoted broken-⌃0 sig-
nal, which is the signal decay but with the � in ⌃0

! ⇤�
replaced by a random photon in the event, is added into
the signal and its shape and ratio to the total signal are
fixed according to the results of a fit to the MC sam-
ple. Such ratio is 16.2% in ⇤+

c ! ⌃0K+ and 15.5% in
⇤+
c ! ⌃0⇡+ and the shape is shown in the supplemental

materials. The signal parameters are fixed to the fitted
results of truth-matched signal, but with a common shift
(�µ) for the mean parameter and a common scaling factor
(k�) for all width parameters to account for discrepancies
between the experimental data and simulated samples.

The background PDF is constructed from a sum of em-
pirical shapes based on truth-matched background events
in simulation and a second-order polynomial function for
⇤+
c ! ⇤K+ or a third-order polynomial for the other

modes. For ⇤+
c ! ⇤K+, the empirical backgrounds in-

clude ⇤+
c ! ⇤⇡+ decays with the ⇡+ misidentified as a

K+, a feed-down background from ⇤+
c ! ⌃0K+ with a

missing �, and a wide enhancement of ⇤+
c ! ⌃0⇡+ with

a misidentified ⇡+ and a missing �. For ⇤+
c ! ⇤⇡+, the

empirical backgrounds include a feed-down background
from ⇤+

c ! ⌃0⇡+, and a feed-down ⌅c background from
⌅0,+

c ! ⌅�,0⇡+ where ⌅�,0
! ⇤⇡�,0 with one miss-

ing pion. For ⇤+
c ! ⌃0K+, the empirical backgrounds

include a background from ⇤+
c ! ⌃0⇡+ with a misiden-

tified ⇡+ and a feed-down background from ⇤+
c ! ⌅0K+

where ⌅0
! ⇤⇡0, ⇡0

! �� with one missing photon. For
⇤+
c ! ⌃0⇡+, the empirical backgrounds include a reflec-

tion background from ⇤+
c ! ⇤⇡+ where ⇤ is combined

with a random � to form fake ⌃0 candidate. The yields
of each component and the parameters of the polynomial
functions are floated to account for discrepancies between
the experimental data and simulated samples.

We perform an unbinned extended maximum likeli-
hood fit on the M(⇤±

c ) distributions of the weighted ⇤+
c

and ⇤�
c samples simultaneously to measure the corrected

raw asymmetries. In the fit, the mass resolution of ⇤+
c

and ⇤�
c are allowed to di↵er. The fractions of broken-⌃0

signal are fixed to those for the ⇤+
c and ⇤�

c MC samples,
separately. The fit projections are shown in Fig. 1 for

⇤+
c ! ⇤h+ and in Fig. 2 for ⇤+

c ! ⌃0h+, along with the
distribution of pull values, defined as (Ndata�Nfit)/�data

where �data is the uncertainty on Ndata. The fitted Acorr
raw

values with statistical uncertainties) 1 are

Acorr
raw (⇤+

c ! ⇤K+) = (+3.66± 2.59)% , (8)

Acorr
raw (⇤+

c ! ⇤⇡+) = (+1.55± 0.30)% , (9)

Acorr
raw (⇤+

c ! ⌃0K+) = (+7.71± 5.35)% , (10)

Acorr
raw (⇤+

c ! ⌃0⇡+) = (+5.23± 0.40)% . (11)

Using Eq. (4), we measure the CP asymmetries:

Adir
CP (⇤

+
c ! ⇤K+) = (+2.1± 2.6± 0.1)% , (12)

Adir
CP (⇤

+
c ! ⌃0K+) = (+2.5± 5.4± 0.4)% , (13)

where the first uncertainties are statistical and the second
are systematic, which are discussed in detail below. No
evidence of charm CP violation is found. This is the first
direct CP asymmetry measurement for SCS two-body
decays of charmed baryons.
For the measurements of Adir

CP described here, as well
as the BF, ↵, and A↵

CP measurements described later, we
validated our fitting procedure using simulated samples,
along with “toy” MC samples in which events were gen-
erated by sampling from the PDFs that were fit to the
data. In all cases, the fit results were consistent with the
input values used to generate events and with correct fit
uncertainties.

VI. BRANCHING FRACTION

To measure the BF, we perform a fit to the M(⇤+
c )

distribution for the combined ⇤+
c and ⇤�

c sample. The
fitted signal yields are listed in Table I, along with the re-
construction e�ciency ratio for the SCS modes relative
to the CF modes. The e�ciency is determined based
on signal MC events, which are produced with a spe-
cial angular distribution using our measured ↵ values.
An event-by-event correction (typically 0.3% and 2.8%)
is applied to account for discrepancies in the K+ and
⇡+ PID e�ciencies between data and simulation. These
correction factors depend on the momentum and polar
angle of tracks and are determined using a sample of
D⇤+

! [D0
! K�⇡+]⇡+ decays. Additional details are

given in the supplemental materials.
Using the fitted yields and e�ciency ratios, we calcu-

late the BF ratios according to Eq. (5) as

B(⇤+
c ! ⇤K+)

B(⇤+
c ! ⇤⇡+)

= (5.05± 0.13± 0.09)% , (14)

1 The di↵erence in Acorr
raw between the two CF modes is mainly due

to the e�ciency asymmetry of ⌃0 ! ⇤� reconstruction (due to
the extra fake photons from anti-proton annihilation in the ECL)
according to a MC study, but this asymmetry cancels in the Adir

CP
measurement.
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CP violation in charmed baryons

• Angular distribution gives access to interference between 
parity-violating S-wave and the parity-conserving P-wave 
amplitudes in the decay 
 
 

• This offers alternative paths to look for CP violation
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FIG. 4. The first column shows the [cos ✓⌃0 , cos ✓⇤] distributions of ⇤
+
c ! ⌃0K+ and ⇤+

c ! ⌃0⇡+ and their conjugated decays
after e�ciency correction; the second column shows the fitted results of the first column with the �2 divided by the number of
degree of freedom �2/24 = 0.87 for ⇤+

c ! ⌃0K+ and �2/35 = 1.45 for ⇤+
c ! ⌃0⇡+. The third column shows the projections

of the cos ✓⌃0 distributions (point with error) and the fit results (histograms) in overall (red) or negative (blue) or positive
(green) cos ✓⇤ region; vice versa in fourth column. The absolute slopes of all projections in slices equal half of the fitted slope
mentioned in text.

TABLE II. The fitted slopes ↵⇤±
c
↵⌥ for ⇤+

c and ⇤�
c samples, and decay asymmetry parameters ↵⇤+

c
and ↵⇤�

c
for individual

⇤+
c and ⇤�

c samples using the most precise ↵⌥ from BESIII recently [18], and the corresponding ↵-induced CP asymmetry
A↵

CP , comparing with current world averages (W.A.) [38].

Channel ↵⇤+
c
↵� ↵⇤�

c
↵+ ↵⇤+

c
↵⇤�

c
A↵

CP W.A. A↵
CP

⇤+
c ! ⇤K+ �0.425± 0.053 �0.448± 0.053 �0.566± 0.071± 0.028 0.592± 0.070± 0.079 �0.023± 0.086± 0.071 –

⇤+
c ! ⇤⇡+ �0.590± 0.006 �0.570± 0.006 �0.784± 0.008± 0.006 0.754± 0.008± 0.018 +0.020± 0.007± 0.014 �0.07± 0.22

⇤+
c ! ⌃0K+ �0.43 ± 0.18 �0.37 ± 0.21 �0.58 ± 0.24 ± 0.09 0.49 ± 0.28 ± 0.14 +0.08 ± 0.35 ± 0.14 –

⇤+
c ! ⌃0⇡+ �0.340± 0.016 �0.358± 0.017 �0.452± 0.022± 0.023 0.473± 0.023± 0.035 �0.023± 0.034± 0.030 –

atic uncertainty. The total systematic uncertainty is de-
termined from the sum of all contributions in quadrature
to be +1.2

�0.7⇥10
�3 for Adir

CP (⇤
+
c ! ⇤K+) and +3.0

�4.3⇥10
�3 for

Adir
CP (⇤

+
c ! ⌃0K+). And considering the statistical un-

certainties of Adir
CP results are larger than 1%, we assign

0.1% and 0.4% as the final systematic uncertainties of
Adir

CP (⇤
+
c ! ⇤K+) and Adir

CP (⇤
+
c ! ⌃0K+), respectively,

which are greatly smaller than the corresponding statis-
tical uncertainties 2.6% and 5.4%.

TABLE III. The absolute systematic uncertainties (in units
of 10�3) for CP asymmetry Adir

CP .

Sources Adir
CP (⇤

+
c ! ⇤K+) Adir

CP (⇤
+
c ! ⌃0K+)

AK+

" map +0.8
�0.2 ±0.4

A⇡+

" map ±0.4 +0.5
�2.5

Signal shape ±0.5 ±1.4

Background shape �0.2 �3.1

Fit bias +0.6 +2.6

⇤ asymmetry �0.2 �0.4

Total +1.2
�0.7

+3.0
�4.3

For the measurement of BF ratio, most systematic un-
certainties cancel since they a↵ect both the signal and
reference modes. The remaining systematic uncertain-
ties are listed in Table IV. Using the D⇤+

! [D0
!

K�⇡+]⇡+ control sample, the PID uncertainties are es-
timated to be 0.9% for ⇤+

c ! ⇤K+, 0.8% for ⇤+
c ! ⇤⇡+,

0.9% for ⇤+
c ! ⌃0K+, and 0.8% for ⇤+

c ! ⌃0⇡+. Since
the kaon and pion PID e�ciency use the same control
sample, we assign 1.7% as the systematic uncertainty for
both BF ratios. The systematic uncertainties associated
with the fixed parameters in the signal-yield fit is deter-
mined according to the same method as for Adir

CP to be
0.2% and 0.4% for the ⇤- and ⌃0-involved modes, re-
spectively. In modes that include a ⌃0, the broken-⌃0

signal has a fixed ratio to signal based on MC simulation.
The M(⇤+

c ) distributions of the MC sample and experi-
mental data in M(⌃0) sideband region have nearly same
shapes, which suggests that the MC simulation is reliable
for this broken-⌃0 signal. We vary its ratio in theM(⇤+

c )
fit by ±10% and the larger deviation, 0.1%, is assigned
as a conservative estimate. We consider the e↵ects of the
⌅c background shape in the ⇤+

c ! ⌃0⇡+ mode by pa-
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FIG. 4. The first column shows the [cos ✓⌃0 , cos ✓⇤] distributions of ⇤
+
c ! ⌃0K+ and ⇤+

c ! ⌃0⇡+ and their conjugated decays
after e�ciency correction; the second column shows the fitted results of the first column with the �2 divided by the number of
degree of freedom �2/24 = 0.87 for ⇤+

c ! ⌃0K+ and �2/35 = 1.45 for ⇤+
c ! ⌃0⇡+. The third column shows the projections

of the cos ✓⌃0 distributions (point with error) and the fit results (histograms) in overall (red) or negative (blue) or positive
(green) cos ✓⇤ region; vice versa in fourth column. The absolute slopes of all projections in slices equal half of the fitted slope
mentioned in text.

TABLE II. The fitted slopes ↵⇤±
c
↵⌥ for ⇤+

c and ⇤�
c samples, and decay asymmetry parameters ↵⇤+

c
and ↵⇤�

c
for individual

⇤+
c and ⇤�

c samples using the most precise ↵⌥ from BESIII recently [18], and the corresponding ↵-induced CP asymmetry
A↵

CP , comparing with current world averages (W.A.) [38].

Channel ↵⇤+
c
↵� ↵⇤�

c
↵+ ↵⇤+

c
↵⇤�

c
A↵

CP W.A. A↵
CP

⇤+
c ! ⇤K+ �0.425± 0.053 �0.448± 0.053 �0.566± 0.071± 0.028 0.592± 0.070± 0.079 �0.023± 0.086± 0.071 –

⇤+
c ! ⇤⇡+ �0.590± 0.006 �0.570± 0.006 �0.784± 0.008± 0.006 0.754± 0.008± 0.018 +0.020± 0.007± 0.014 �0.07± 0.22

⇤+
c ! ⌃0K+ �0.43 ± 0.18 �0.37 ± 0.21 �0.58 ± 0.24 ± 0.09 0.49 ± 0.28 ± 0.14 +0.08 ± 0.35 ± 0.14 –

⇤+
c ! ⌃0⇡+ �0.340± 0.016 �0.358± 0.017 �0.452± 0.022± 0.023 0.473± 0.023± 0.035 �0.023± 0.034± 0.030 –

atic uncertainty. The total systematic uncertainty is de-
termined from the sum of all contributions in quadrature
to be +1.2

�0.7⇥10
�3 for Adir

CP (⇤
+
c ! ⇤K+) and +3.0

�4.3⇥10
�3 for

Adir
CP (⇤

+
c ! ⌃0K+). And considering the statistical un-

certainties of Adir
CP results are larger than 1%, we assign

0.1% and 0.4% as the final systematic uncertainties of
Adir

CP (⇤
+
c ! ⇤K+) and Adir

CP (⇤
+
c ! ⌃0K+), respectively,

which are greatly smaller than the corresponding statis-
tical uncertainties 2.6% and 5.4%.

TABLE III. The absolute systematic uncertainties (in units
of 10�3) for CP asymmetry Adir

CP .

Sources Adir
CP (⇤

+
c ! ⇤K+) Adir

CP (⇤
+
c ! ⌃0K+)

AK+

" map +0.8
�0.2 ±0.4

A⇡+

" map ±0.4 +0.5
�2.5

Signal shape ±0.5 ±1.4

Background shape �0.2 �3.1

Fit bias +0.6 +2.6

⇤ asymmetry �0.2 �0.4

Total +1.2
�0.7

+3.0
�4.3

For the measurement of BF ratio, most systematic un-
certainties cancel since they a↵ect both the signal and
reference modes. The remaining systematic uncertain-
ties are listed in Table IV. Using the D⇤+

! [D0
!

K�⇡+]⇡+ control sample, the PID uncertainties are es-
timated to be 0.9% for ⇤+

c ! ⇤K+, 0.8% for ⇤+
c ! ⇤⇡+,

0.9% for ⇤+
c ! ⌃0K+, and 0.8% for ⇤+

c ! ⌃0⇡+. Since
the kaon and pion PID e�ciency use the same control
sample, we assign 1.7% as the systematic uncertainty for
both BF ratios. The systematic uncertainties associated
with the fixed parameters in the signal-yield fit is deter-
mined according to the same method as for Adir

CP to be
0.2% and 0.4% for the ⇤- and ⌃0-involved modes, re-
spectively. In modes that include a ⌃0, the broken-⌃0

signal has a fixed ratio to signal based on MC simulation.
The M(⇤+

c ) distributions of the MC sample and experi-
mental data in M(⌃0) sideband region have nearly same
shapes, which suggests that the MC simulation is reliable
for this broken-⌃0 signal. We vary its ratio in theM(⇤+

c )
fit by ±10% and the larger deviation, 0.1%, is assigned
as a conservative estimate. We consider the e↵ects of the
⌅c background shape in the ⇤+

c ! ⌃0⇡+ mode by pa-

3

where Nsig is the extracted signal yield and " is the
reconstruction e�ciency. The world average values
B(⇤+

c ! ⇤⇡+) = (1.30 ± 0.07)% and B(⇤+
c ! ⌃0⇡+) =

(1.29 ± 0.07)% [38] are used for the reference modes.
The common systematic uncertainties between the sig-
nal modes and reference modes, such as the inclusive ⇤+

c

yield produced from e+e� ! cc and the mass resolution
of the ⇤ and ⌃0, cancel in the ratio.

For ⇤+
c ! ⇤h+ decays, the di↵erential decay rate de-

pends on ↵ parameters and one helicity angle as

dN

d cos ✓⇤
/ 1 + ↵⇤+

c
↵� cos ✓⇤ , (6)

where ↵⇤+
c

is the decay asymmetry parameter of

⇤+
c ! ⇤h+, and ✓⇤ is the angle between the proton mo-

mentum and the direction opposite the ⇤+
c momentum in

the ⇤ rest frame, as illustrated in the supplemental mate-
rials. For ⇤+

c ! ⌃0h+ decays, considering ↵(⌃0
! �⇤)

is zero due to parity conservation for an electromagnetic
decay, the di↵erential decay rate is given by

dN

d cos ✓⌃0d cos ✓⇤
/ 1� ↵⇤+

c
↵� cos ✓⌃0 cos ✓⇤ , (7)

where ✓⇤ (✓⌃0) is the angle between the proton (⇤) mo-
mentum and the direction opposite the ⌃0 (⇤+

c ) momen-
tum in the ⇤ (⌃0) rest frame, as illustrated in the sup-
plemental materials.

IV. EVENT SELECTION AND OPTIMIZATION

The h+ candidates from ⇤+
c decays are selected

as follows. Charged tracks satisfying R(K|⇡) =
LK/(LK + L⇡)>0.7 are identified as kaons, while those
satisfying R(K|⇡)< 0.7 are identified as pions. Here Li

(i=⇡, K, p) is the particle identification (PID) likelihood
for a given particle hypothesis, which is calculated from
the photon yield in the ACC, energy-loss measurements
in the CDC, and time-of-flight information from the
TOF [53]. The highly proton-like tracks with R(p|K)>
0.8 andR(p|⇡)>0.8 are rejected as h+ candidates for sig-
nal modes and reference modes, respectively. To suppress
the background from ⇤+

c semileptonic decays, tracks
that are highly electron-like (Le/(Le + Lnon-e) > 0.95)
or muon-like (Lµ/(Lµ + L⇡ + LK) > 0.95) are rejected.
The electron and muon likelihoods depend primarily
on the information from the ECL and KLM, respec-
tively [54, 55]. The signal e�ciency after applying PID
requirements is 83% for signal modes and 96% for ref-
erence modes. About 44% and 9% of total backgrounds
are rejected for signal modes and reference modes, re-
spectively. We require the h+ candidates to have at least
two hits in the SVD to improve their impact parameter
resolution with respect to the interaction point.

The ⇤ candidates are reconstructed from one p and
one ⇡ candidate, which a fit requires to originate from

a common vertex. We require |M⇤ � m⇤|< 3 MeV/c2,
corresponding to approximately 2.5 standard deviations
of the M⇤ resolution. Proton candidates are required
to have R(p|K) > 0.2. To suppress the non-⇤ back-
ground, we calculate the significance of the ⇤ decay
length (L/�L), where L is the projection of the ⇤ dis-
placement vector, relative to the production vertex, onto
its momentum direction. The corresponding uncertainty
�L is calculated by propagating uncertainties in the ver-
tices and the ⇤ momentum, including their correlations.
We require L/�L>4 to suppress the non-⇤ background.
The signal e�ciency loss due to this requirement is 5%
for all decay modes and the background rejection rate
is 22% for⇤+

c ! ⇤K+, 35% for ⇤+
c ! ⇤⇡+, 19% for

⇤+
c ! ⌃0K+ and 23% for ⇤+

c ! ⌃0⇡+.

Photon candidates are identified as energy clusters in
the ECL that are not associated with any charged track.
The ratio of the energy deposited in the 3⇥3 array of
crystals centered on the crystal with the highest en-
ergy to the energy deposited in the corresponding 5⇥5
array is required to be greater than 0.85. Candidate
⌃0

! ⇤� decays are formed by combining the ⇤ can-
didate with a photon candidate that has an ECL cluster
energy above 0.1 GeV. The ⌃0 candidate is required to
have |M(⌃0) � m⌃0 |< 6 MeV/c2, corresponding to 1.5
standard deviations of the M(⌃0) resolution.

Candidate ⇤+
c ! ⇤h+ and ⇤+

c ! ⌃0h+ decays are re-
constructed by combining ⇤ or ⌃0 candidate with a
h+ candidate. A fit constrains the ⇤ and h+ candi-
dates to originate from a common vertex and the �2

of the fit is required to be less than 9. To suppress
combinatorial backgrounds, the normalized momentum

xp = p⇤c/
q

s/4�M2(⇤+
c ) · c4 is required to be greater

than 0.5, where p⇤ is the ⇤+
c momentum in e+e� center-

of-mass frame and
p
s is the center-of-mass energy.

We improve the invariant mass resolution by calcu-
lating the corrected mass di↵erence wherever the final
state includes a hyperon. Taking ⇤+

c ! ⇤h+ as an ex-
ample, the corrected mass is M(⇤+

c )=M⇤+
c
�M⇤ +m⇤

where MX is the invariant mass of reconstructed par-
ticle X and mX represents its nominal mass [38]. The
event selection criteria above are optimized with a figure-
of-merit (FOM), which is defined as S/

p
S +B where S

and B are the expected signal and background yields
in the signal region. The signal region is defined as
|M(⇤+

c )�m⇤+
c
|<15 MeV/c2, corresponding to 2.5 stan-

dard deviations in the M(⇤+
c ) resolution.

After applying the optimized requirements, the ⇤+
c

candidate multiplicity is greater than one for 1%, 7%,
7%, and 11% of events for ⇤+

c ! ⇤K+, ⇤⇡+, ⌃0K+,
and ⌃0⇡+, respectively. For modes including a ⌃0,
the multiplicity is predominantly from multiple photons.
We perform a best candidate selection (BCS) for events
with multiple candidates by retaining candidates with
the smallest sum of �2 from the vertex fits of the ⇤ and
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Charm flavor tagging

• Tagging the production flavor is needed to measure 
CP violation (and mixing) in neutral D decays


• Since 1977 this is achieved by restricting to the 
strong-interaction decays 

 

 

 
 
 
 

• Added bonus: sample is much cleaner


• Malus: sample is reduced by 5-20×
22
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Beyond common sense - charm flavor tagger

Time evolution of D⁰ and D̅⁰  in common final states 
(KSπ⁺π⁻, K+K-, π⁺π⁻) probes BSM in D mixing and CPV  

Final state says nothing on whether a D⁰ or D̅⁰ was 
produced. Need to “tag” the flavor.  

Since 1977: restrict to strong decay D*⁺→ D⁰π⁺ where 
flavor and charge conservation allow associating the π⁺ 
with D⁰ and π⁻ with D̅⁰ 
Industry standard at Belle, Babar, CDF II, LHCb etc..

D*-tag reduces 5x-20x the samples available for measurements. 

Belle II set on exploring an “holistic approach” that looks at many event features 
to reduce this reduction factor.

Mark I, 1977

What do we measure?

22

ACP (D
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�(D0 ! h+h�)� �(D0 ! h+h�)
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<latexit sha1_base64="vCDrpmXEQ5oIovw7DbI7MaMxDB8=">AAACenicjVHLSgMxFM2Mr1pfVZciBIvaUlpmakE3Qn2ALivYB3TakkkzbWgyMyQZoQzzEf6aO7/EjQvTOgttXXghcDjnntzcEzdkVCrLejfMldW19Y3MZnZre2d3L7d/0JJBJDBp4oAFouMiSRj1SVNRxUgnFARxl5G2O7mb6e0XIiQN/Gc1DUmPo5FPPYqR0tQg93oziO8aSeG+bzkqgON+adwvF+E1dDyBcOw8IM7RglpOWSfQN88Gx/dJnPxqSf52lv7hHOTyVsWaF1wGdgryIK3GIPfmDAMcceIrzJCUXdsKVS9GQlHMSJJ1IklChCdoRLoa+ogT2Yvn0SXwVDND6AVCH1/BOfvTESMu5ZS7upMjNZaL2oz8S+tGyrvqxdQPI0V8/D3IixjUm87+AQ6pIFixqQYIC6rfCvEY6cyV/q2sDsFeXHkZtKoV+6JSfarl67dpHBlwBE5AAdjgEtTBI2iAJsDgwzg2zoxz49M8MYtm6bvVNFLPIfhVZu0LJM68og==</latexit>

A(D0 ! h+h�) =
N(D0 ! h+h�)�N(D0 ! h+h�)

N(D0 ! h+h�) +N(D0 ! h+h�)
<latexit sha1_base64="oeusRCjTxENaa5bLXHp71b7l+NU=">AAACYXicfVHLSgMxFM2M72p11KWbYBEq0jIzFqsLwUcXrkoF2wqdtmTSTBuaeZBkxDLMT7pz48YfMdNW0Pq4EDicc25u7okbMSqkab5q+tLyyura+kZucyu/vWPs7rVEGHNMmjhkIX90kSCMBqQpqWTkMeIE+S4jbXd8m+ntJ8IFDYMHOYlI10fDgHoUI6movvF8Xaz1TEeGcNQ7GfVKx/ASOh5HOKkvCKV60QnVVdmkpJYm6Tc1/eE/+d/fNwpm+eL8zK6cQbNsmlXLtjJgVyunFWgpJqsCmFejb7w4gxDHPgkkZkiIjmVGspsgLilmJM05sSARwmM0JB0FA+QT0U2mCaXwSDED6IVcnUDCKfu1I0G+EBPfVU4fyZFY1DLyN60TS++8m9AgiiUJ8GyQFzOoNs3ihgPKCZZsogDCnKq3QjxCKl+pPiWnQvjcFP4NWnbZOi3b95XC1c08jnVwAA5BEVigCq7AHWiAJsDgTVvW8tq29q5v6Ia+N7Pq2rxnH3wr/eADecuyPA==</latexit>

D0

π+

D*+

cd
_ cu

_

ud
_

positive π ⇒ D0

D0

π–

D*–

cd
_ cu

_

ud
_

negative π ⇒ D0

_

_

How do we tell if it’s a D0 or a D̄0?



Novel charm flavor tagging

• Inspired from opposite-
side b-flavor tagging


• Doubles sample size 
wrt D*-tag alone
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Beyond common sense - charm flavor tagger

Look at particles collinear with signal D 

Correlate kinematic features (recoil 
mass, distance) and PID using decision 
tree 

Develop on MC, calibrate on data

Double sample size with respect to D*-tag.
arxiv:2304.02042

Correlations (%)
stat. syst.

Coe�cient Value p2 �p1 �p2 p2 �p1 �p2

p1 0.437± 0.001± 0.007 �44.6 3.3 �0.7 �33.7 1.5 5.3
p2 0.949± 0.002± 0.028 �0.7 2.4 2.4 3.0
�p1 �0.031± 0.004± 0.000 �44.6 �25.5
�p2 0.044± 0.008± 0.001

Table IV: Results of the fit to the true dilution as a function of the predicted dilution for D0
!

K�⇡+ decays in data. The first uncertainties are statistical, the second systematic.

Including the systematic uncertainty due to the background subtraction with the sPlot
method, the tagging power for D0

! K
�
⇡
+ decays is measured to be

"
e↵

tag
= (47.91± 0.07(stat)± 0.51(syst))% . (14)

Since it fully exploits the information provided by the CFT, the tagging power based on the
per-candidate dilution of Eq. (14) exceeds the tagging power based on the average dilution
of Eq. (11).

V. IMPACT ON PHYSICS

We estimate the e↵ective increase in sample size in a typical mixing or CP -asymmetry
measurement that would otherwise rely exclusively on D

⇤+-tagged D
0 decays. We re-

construct a sample of D0
! K

�
⇡
+ decays using Belle II data corresponding to an inte-

grated luminosity of 54.4 fb�1. The sample is selected with the criteria of Section IVA and
split into two disjoint subsets: events that are D

⇤+ tagged, by explicitly reconstructing a
D

⇤+
! D

0
⇡
+ decay and requesting the di↵erence between D

⇤+ and D
0 masses to satisfy

0.143 < �M < 0.148GeV/c2; and events that are not D⇤+ tagged.
The signal yields in the D

⇤+-tagged and non-D⇤+-tagged samples are 125600 ± 350 and
388490 ± 620, respectively. The performance of the CFT on D

⇤+-tagged events is close to
ideal. The subpercent mistag fraction is consistent with the level of non-D⇤+ background
candidates made of D

0 signal decays associated with unrelated soft pions. The tagging
power on non-D⇤+-tagged events, computed using the calibrated per-candidate dilution, is
(32.71 ± 0.05(stat))%. By multiplying the signal yield and the tagging power in such a
configuration, we estimate that the CFT provides an additional 127080± 280 tagged signal
decays for mixing and CP -asymmetry measurements, e↵ectively doubling the sample size
compared to D⇤+-tagged events. However, such an increase in sample size compared to D

⇤+-
tagged decays is accompanied by an increased background. Hence, doubling the sample size
is not expected to correspond to a factor

p
2 increase in the precision of the measurement.

In addition, the CFT output distribution is expected to provide some discrimination
between signal and background. Such separation can be e↵ectively used in a fit that has
the calibrated per-candidate dilution as an observable or, as shown in Fig. 9, it can be
used as part of the selection requirements to improve the signal purity. Such a feature may
be particularly valuable for analyses that do not require tagging but reconstruct charmed
hadrons with small signal-to-background ratios. An example is shown in Fig. 10 for wrong-
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Figure 9: Mass distributions for (left) D0
! K�⇡+ decays and (right) D0

! K�⇡+⇡0 decays
reconstructed in data with di↵erent requirements on the predicted (uncalibrated) dilution in com-
parison with D⇤+-tagged decays. For the selections shown the D0

! K�⇡+ signal purities are 0.94
(D⇤+-tagged), 0.84 (CFT, r > 0.9), 0.73 (CFT, r > 0.5), and 0.67 (untagged). For D0

! K�⇡+⇡0

decays the signal purities are 0.80 (D⇤+-tagged), 0.53 (CFT, r > 0.9), 0.38 (CFT, r > 0.5), and
0.34 (untagged).

Figure 10: Distribution of the di↵erence between D⇤+ and D0 masses for wrong-sign D⇤+
! D0(!

K+⇡�⇡0)⇡+ decays reconstructed in data and selected with and without the requirement q⇡sq > 0.

sign D
⇤+

! D
0(! K

+
⇡
�
⇡
0)⇡+ decays selected in a sample of Belle II data corresponding

to 54.4 fb�1. The CFT is used in the sample selection to confirm the tag provided by the
D

⇤+ decay with the requirement q⇡sq > 0, where q⇡s is the soft-pion charge. With only a
24% loss of signal yield, the signal-to-background ratio in the resulting doubly tagged sample
is roughly doubled compared to the sample where the CFT is not used.
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D0 ! K�⇡+

Figure 6: Distributions of the predicted qr for background-subtracted (top left) D0
! K�⇡+, (top

right) D0
! K�⇡+⇡�⇡+, (center left) D0

! K�⇡+⇡0, (center right) D+
! K�⇡+⇡+, (bottom

left) D+
! K0

S⇡
+, and (bottom right) ⇤+

c ! pK�⇡+ decays in data.

its decay mode. The mistag rate is independent of the signal decay mode, but it depends
on the charmed hadron, given that di↵erent tagging categories contribute with di↵erent
proportions depending on the charmed hadron signal (see, e.g., Fig. 4). The mistag rate
being about 8% larger in D

+ than D
0 decays can be attributed to the absence of the same-

side soft-pion tagging category for D+ decays. Similarly the increase in mistag rate for ⇤+

c
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D0 ! K�⇡+

best performance across any flavor taggers

https://arxiv.org/abs/2304.02042


Conclusions

• Despite being often affected by 
hadronic uncertainties, non-
leptonic hadron decays offer 
precise tests of the SM and 
discovery potential for new 
physics


• They also serve as valuable tools 
for measurements based on 
other channels


• Plenty of contributions from e+e– 
colliders in this area are (and will 
remain) crucial (thanks to the 
larger samples expected at Belle 
II and BESIII)
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