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Outline
• Belle and Belle II


• Charm lifetimes at Belle II


• CKM φ₃: combined Belle+Belle II


• Other CPV related measurements


• Semileptonic B decays


• LFU/LFV at Belle 
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The Setup for a B-Factory
• Collide e⁺e⁻ at center of mass energy slightly above ~2x B-meson mass:

3

s = 10.58 GeV
e+ Υ(4S) e−⟨bb̄⟩

• Large, relatively clean samples of  
B-mesons, D-mesons and τ-leptons.


• Well known initial state + 
Large solid angle coverage (>90%) 
→ Well constrained decay kinematics 

• Advantage in studies with neutral or 
missing particles.

σ(e⁺e⁻→ϒ(4S)) 1.05 nb

σ(e⁺e⁻→τ⁺τ⁻) 0.92 nb

σ(e⁺e⁻→cc)̅ 1.33 nb



The Belle Experiment
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KEKB and Belle experiment

Lepton Photon 2021  |   S. Sandilya12-Jan-2022 3

• The Belle detector was located at 
the interaction region of e+- e�
KEKB accelerator in Tsukuba Japan.

• Belle had successful operational 
period with a total recorded 
sample about 1 ab-1.

• Most of the data recorded at the
b(4S) resonance.

• e+e� o b(4S) : 1.1 nb, 
and e+e� o τ+τ� : 0.8 nb

• Large & relatively cleaner samples 
of B-mesons, D-mesons and W-
leptons.

Resonance Belle-data

Y(1S) 6 fb-1

Y(2S) 24.7 fb-1

Y(3S) 3 fb-1

Y(4S) 711 fb-1

Y(5S) 121 fb-1

• Was located at the interaction region 
of KEKB, a first generation B-factory 
in Tsukuba, Japan.

   
  R

es
ul

ts
 o

n 
LF

U
 a

nd
 L

V
F 

at
 B

el
le

 —
—

  H
ül

ya
 A

TM
A

C
A

N
 —

—
 S

U
S

Y 
20

21

Evidence of the decay 
B0Æηπ0

1CIPANP 2015

Bilas Pal, University of  Cincinnati
On behalf  of  the Belle Collaboration

THE BELLE EXPERIMENT @ KEKB

!24

  

●  Operating at the KEKB collider (1999-2010).

●  Asymmetric beam energy:

●  Boosted B meson pair produced in

●  Collected about 772M BB pairs.    

The Belle experiment
5/12

Tsukuba, Japan

LLWI 2015 | CPV in B at Belle

.

Belle Experiment

...

Silicon Vertex Detector

.
Central Drift Chamber

.

Aerogel Cherenkov Counter

.

TOF Counter

.

ECL

.

µ/KL Detector

......

.....
1998

.
2000

.
2002

.
2004

.
2006

.
2008

.
2010

.
2012

.0 .

200

.

400

.

600

.

800

.

1000

.

Year

.

In
te

gr
at

ed
 lu

m
in

os
ity

 [
fb

−
1 ]

• Operated at KEKB accelerator in
Tsukuba, Japan (1999–2010)

• KEKB took data mostly at Υ(4S)
• 8 GeV e− →← e+ 3.5 GeV
• Υ(4S) decays almost entirely to BB
• (772 ± 11)× 106 BB pairs recorded
• Very clean environment for physics

studies
• All analyses presented in this talk are

based on the full Belle data sample

Marko Petrič Measurements of charmless B decays at Belle 3/13...
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Evidence of the decay 
B0Æηπ0

1CIPANP 2015

Bilas Pal, University of  Cincinnati
On behalf  of  the Belle Collaboration

18#countries#
84#institutes#
~400#members

�
L

dt
=

10
39

fb
�1

Lpeak = 21.1 nb�1s�1

Y. Kwon (Yonsei Univ./Belle) Physics Highlights from Belle Aug. 25, 2015 4

counter

Si Vtx. det. 
4(3) lyr. DSSD

		20	countries	
		90	institutions	
~450	members

Youngjoon Kwon (Yonsei Univ.) Studies of Dark Sector particles at Belle EPS-HEP 2017 7

• Operated at the KEKB collider in Tsukuba, Japan 
(1999-2010).

• Collected about

• 772 million BB pairs and

• 910 million tau pairs.


• The analyses presented here are based on the full  BELLE data sample.

• General-purpose spectrometer operating 
between 1999 and 2010


• Collected ~1 ab-1, or approximately:

• 772 million BB̅ pairs

• 910 million τ⁺τ⁻ pairs  
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Vertex	Detector

2	layers	Si	Pixels	(DEPFET)	+	 
4	layers	Si	double	sided	strip	DSSD

EM	Calorimeter

CsI(Tl),	waveform	sampling	electronics

Central	Drift	Chamber

Smaller	cell	size,	long	lever	arm

Particle	Identification	

Time-of-Propagation	counter	(barrel)

Prox.	focusing	Aerogel	RICH	(forward)

KL	and	muon	detector

Resistive	Plate	Counter	(barrel	outer	layers)

Scintillator	+	WLSF	+	MPPC	 
(end-caps	,	inner	2	barrel	layers)The Belle II Experiment

Belle II TDR, arXiv:1011.0352

• Belle II/SuperKEKB succeed Belle detector and KEKB collider.

• SuperKEKB: Nano-beam scheme to achieve high luminosity.

• Belle II: all-new detector with improved vertex reconstruction and particle identification.

e- (7 GeV)

e+ (4 GeV)



Belle II Timeline
• Roll-in in 2017 followed by commissioning.

• Full detector operation started in 2019. 
• Achieved world record luminosity  

of 4.65x1034 cm-2 s-1 (June 8th, 2022)

• x2 Belle instantaneous luminosity

• Aiming one order higher 

• Long Shutdown 1 (LS1) starts this summer 
to replace PXD + detector maintenance 
and improvement.


• ~400 fb-1 at LS1 can already match BaBar (~550 fb-1) and challenge  
Belle's results (~1 ab-1) thanks to improved reconstruction performance.
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Base: Conservative extrapolation  
          from 2021 run parameters

Target: Extrapolation from 2021  
            with expected improvements



Don't believe me? 
Here's an example...
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Charm Lifetime @Belle II

to integrated luminosities of up to 207.2 fb�1 2. We report on precise measurements of charmed
hadrons D

0, D+, and ⇤+
c lifetimes, which rely on the excellent detector vertexing capabilities.

We also report on the measurement of the CKM angle �, performed combining Belle II data
with the full Belle dataset.

2 Charmed lifetimes measurements

Theoretical predictions of charmed hadron lifetimes are challenging because they rely on the
description of strong interactions at low energies. They are typically achieved using e↵ective
models, such as the heavy-quark expansion 3 4 5 6 7 8, that can be tested with precise lifetime
measurements. We reconstruct D

⇤+ !
�
D

0 ! K
�
⇡
+
�
⇡
+ and D

⇤0 ! (D+ ! K
�
⇡
+
⇡
+)⇡0 in

72 fb�1 of data 9 and ⇤+
c ! pK

�
⇡
+ in 207.2 fb�1 of data. The decay time of each candidate is

evaluated from the projection of the displacement (~L) of the decay vertex from the production
vertex on the momentum (~p) direction, as t = m~L · ~p/|~p|2, where m is the mass of the charmed
hadron.
Tracks are required to have one hit in the first PXD layer, one in SVD and 20 or 30 hits,
depending on the decay channel, in the CDC. In the D

0 and D
+ lifetime measurements, a hit

in the first layer of the PXD is required. Pions and protons in the ⇤c lifetime measurement are
required to have transverse momentum greater than 0.35 GeV/c and 0.7 GeV/c respectively. Low
momentum ⇡

0 are reconstructed from two photons as ⇡0 ! ��. A global fit of the decay chain is
performed 10 according to the decay topology, and only candidates with �

2 greater than 0.01 are
kept. The mass di↵erence �m between D

⇤ and D candidates is required to be 144.94 < �m <

145.90 MeV/c
2 for D

0 and 138 < �m < 143 MeV/c
2 for D

+ candidates. The IP is assumed
to be the production vertex of D⇤ and ⇤+

c candidates, therefore their momenta are required
to be greater than 2.5 GeV/c to reject all the products of B meson decays. Reconstructed
candidates are further restricted in the invariant mass ranges of the K

�
⇡
+, K

�
⇡
+
⇡
+ and

pK
�
⇡
+ respectively, after that fits of invariant mass distributions are performed to estimate the

background fraction under the prominent signal peaks (Fig. 1).
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Figure 1 – Invariant mass distributions of D0 ! K�⇡+ (left), D+ ! K�⇡+⇡+ (center), and ⇤0
c ! pK�⇡+ (right)

candidates with fit projections overlaid. The vertical dashed (dotted) lines indicate the signal region (sidebands).

Lifetimes are obtained with unbinned maximum-likelihood fits of the two-dimensional (t,�t)
distributions of candidates in the signal region, where �t is the event-by-event uncertainty
in t. The signal probability density function (PDF) is the convolution of an exponential
and a resolution function, made of one or two Gaussians that depend on �t, multiplied by
a histogram template for �t, derived directly from data. All the parameters of the PDF are
directly determined from the fit to the data, avoiding reliance on the simulation. For the D

0

sample, the sub-percent background contamination is neglected; this assumption results in a
small systematic uncertainty. Background contamination is accounted for in the D

+, and ⇤+
c

fits using sidebands in the invariant-mass distributions. Background yields are constrained to
the results of the invariant mass fits, and the PDFs are empirical models with all the parameters

• Test of effective theory models e.g.  
strong corrections to weak decays at low energy


• Challenge: requires high resolution and carefully controlled systematics


• New detector offers 2x decay time resolution of Belle and BaBar thanks 
to smaller interaction region and vertex detector located closer to the IP.

8

D*⁺→(D⁰→K⁻π⁺)π⁺ D*⁺→(D⁺→K⁻π⁺π⁺)π⁰ Λc⁺→pK⁻π⁺
NEW @Moriond

72 fb-172 fb-1 207 fb-1

PRL 127, 211801



• 2D fit of unbinned decay time distributions.


• Background from simultaneous fit of sidebands.


• Dominant uncertainties: physics background and detector alignment.


• World's best result, establishes the potential of the Belle II detector.

9

determined in the fit, which is simultaneously performed in the signal region and the sidebands.
Decay time distributions with fit results overlaid are shown in Fig. 2.
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Figure 2 – Decay time distributions of D0 ! K�⇡+ (left), D+ ! K�⇡+⇡+ (center), and ⇤0
c ! pK�⇡+ (right)

candidates in their respective signal regions with fit projections overlaid.

The main systematic uncertainty contribution comes from possible tracking detector mis-
alignment, which can cause biases in the decay length determination. Such e↵ects are estimated
using simulations with realistic misalignments, extracted from alignment studies, and real data.
Other source of systematic uncertainties, such as neglecting possible t-�t correlation in resolution
models or background distributions not well reproduced by the simulation, are quantified using
pseudo-experiments simulated with di↵erent conditions.
The ⇤c lifetime can be biased by contamination of ⌅+,0

c ! ⇤+
c ⇡

0,+ decays. The ⌅0
c branching

fraction is known 11, while the ⌅+
c is unobserved and only predicted to be about a factor two

more abundant 12. The systematic uncertainty associated to this is evaluated with pseudo-
experiments where realistic contributions of ⌅c decays are included. This evaluation results in
an additional one-sided systematic uncertainty in this preliminary result. Studies are ongoing
to suppress background of this kind, including reconstructing ⌅+

c candidates and vetoing their
invariant mass range. All systematic uncertaintiy contributions are shown in Table 1.
The measured lifetimes are

⌧
�
D

0
�
= 410.5± 1.1(stat.)± 0.8(syst.) fs,

⌧ (D+) = 1030.4± 4.7(stat.)± 3.1(syst.) fs,

⌧ (⇤+
c ) = 204.1± 0.8(stat.)± 0.7(syst.)�1.4(⌅c) fs.

These results are the world’s most precise determinations, and agree with current world averages13.
Furthermore, these measurements validate the excellent vertexing performance of the Belle II
detector, which paves the way for future lifetime determinations and other time-dependent
measurements.

Table 1: Summary of the systematic uncertainties.

Source ⌧
�
D

0
�
[fs] ⌧ (D+) [fs] ⌧ (⇤+

c ) [fs]
Resolution model 0.16 0.39 0.46
Backgrounds 0.24 2.52 0.20
Detector alignment 0.72 1.70 0.46
Momentum scale 0.19 0.48 0.09
Total 0.8 3.1 0.7
⌅c ! ⇤c⇡ contamination - - - - - - �1.4

D⁰ D⁺ Λc⁺

Charm Lifetime @Belle II

extra syst from Ξc→Λcπ



Hadronic B decays
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• φ₃ measured from interference of b→cu ̅s (favored) and b→ucs̅ (suppressed)


• Tree level process → SM benchmark mode, input for CKM fit.


• First combined Belle (711 fb−1) and Belle II (128 fb−1) analysis. 


• "Optimally binned" Dalitz plot analysis of D→Ks h⁺h⁻  
using BPGGSZ method [PRD 68. 054018 (2003)] :


• :  D⁰-D̅⁰ strong phase input from BES III/CLEO


• : fraction of decays to i-th bin

ci, si

Fi

11

Figure 1. Binning schemes used for (left) B+ ! D
�
K0

S⇡
+⇡��K+ decays and (right) B+ !

D
�
K0

SK
+K��K+ decays.

The values of xDK
± , yDK

± , xD⇡
⇠ , yD⇡

⇠ and Fi are determined simultaneously from a fit to
the B+ ! Dh+ candidates. The advantages of this parameterisation are the inclusion
of the �3 sensitivity from B+ ! D⇡+ in the determination of xDK

± and yDK
± as well as

much improved fit stability [7]. Further, the determination of Fi by simultaneously fitting
B+ ! Dh+ removes a source of systematic uncertainty in this analysis compared to that
reported in Ref. [20]. The previous Belle analysis [20] determined the values of Fi from
a sample of D⇤+ ! D0⇡+ decays. The differing kinematic properties of the B+ ! D⇡+

and D⇤+ ! D0⇡+ decays resulted in different ⌘
�
m2

�,m
2
+

�
acceptance functions for the two

samples, which was a source of systematic uncertainty.
There are three binning schemes, for both D0 ! K0

S⇡
+⇡� and D0 ! K0

SK
+K� decays,

for which ci and si have been measured [16, 17]. We adopt the N = 8 optimal binning
for B+ ! D

�
K0

S⇡
+⇡��h+ decays, which has been shown to have approximately 90% of

the statistical sensitivity of an unbinned analysis [15, 25]. We adopt the N = 2 equal-
strong-phase binning for B+ ! D

�
K0

SK
+K��h+ decays, which has better fit stability

than the N = 3 and 4 schemes [17] given the limited size of B+ ! D
�
K0

SK
+K��K+

event sample. Figure 1 shows the two binning schemes used. The measurements of ci and
si ignore the effects of D-mixing and assume CP-conservation in D decay. Ignoring both
these effects in the strong-phase and model-independent B+ ! D

�
K0

Sh
+h�

�
h+ analyses,

as in this paper, results in negligible bias [26]. The potential bias of ignoring K0 CP-
violation and regeneration has also been extensively studied [27] and a bias of (0.4± 0.1)�

on �3 is reported. This bias is negligible in comparison to the current statistical precision
and is not considered further.

3 Belle and Belle II detectors

The Belle detector [28, 29] was located at the interaction point (IP) of the KEKB asymmetric-
energy e+e� collider [30, 31]. The energies of the electron and positron beams were 8.0GeV

– 5 –

Asuppr.[B− → D̄0K−]
Afavor.[B− → D0K−]

= rbei(δB−ϕ3)

N±
i = h±

B [Fi+r2
BF̄i+2 FiF̄i(cix± + siy±)]

(x±, y±) = rb (cos(ϕ3 + δB), sin(ϕ3 + δB))

CKM angle φ₃@Belle+BelleII

current status:  (66.2+3.4)°-3.6
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Sample Pion-enhanced Kaon-enhanced
D decay Component Belle Belle II Belle Belle II

D ! K0
S⇡

+⇡� B+ ! D⇡+ 21325± 162 4193± 70 1764± 64 308± 23

B+ ! DK+ 140± 29 62± 11 1467± 53 280± 21

BB̄ background 5040± 155 1223± 68 1309± 85 387± 42

qq̄ background 9022± 172 1657± 69 6295± 122 1021± 47

D ! K0
SK

+K� B+ ! D⇡+ 2740± 56 519± 21 211± 18 50± 10

B+ ! DK+ 17± 4 2.1± 0.2 194± 17 34± 7

BB̄ background 333± 31 77± 12 110± 18 22± 7

qq̄ background 409± 37 124± 14 309± 28 92± 11

Table 2. Signal and background yields obtained from the two-dimensional combined fit.
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Figure 2. Distributions of (left) �E and (right) C 0 for (top) B+ ! D(K0
S⇡

�⇡+)⇡+ and (bottom)
B+ ! D(K0

S⇡
�⇡+)K+ candidates restricted to the signal-enhanced region in the Belle data set

with fit projections overlaid. The black points with error bars represent data and the solid blue
curve is the total fit. The large-dotted magenta, long-dashed red, small-dotted blue and short-
dashed green curves represent B+ ! D⇡+, B+ ! DK+, qq̄ and combinatorial BB̄ background
components, respectively. Differences between fit function and data normalised by the uncertainty
in data (pull) are shown under each panel.

are extracted directly from the fit. As these fractions must satisfy
P

Fi = 1, Fi 2 [0, 1], a fit
instability can be induced due to large correlations between the Fi parameters [7]. Hence,
following Ref. [7], we reparameterise Fi as a series of 2N � 1 recursive fractions Ri that are

– 13 –
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Figure 4. Distributions of (left) �E and (right) C 0 for (top) B+ ! D(K0
S⇡

�⇡+)⇡+ and (bottom)
B+ ! D(K0

S⇡
�⇡+)K+ candidates restricted to the signal-enhanced region in the Belle II data set

with fit projections overlaid. The black points with error bars represent data and the solid blue
curve is the total fit. The large-dotted magenta, long-dashed red, small-dotted blue and short-
dashed green curves represent B+ ! D⇡+, B+ ! DK+, qq̄ and combinatorial BB̄ background
components, respectively. Differences between fit function and data normalised by the uncertainty
in data (pull) are shown under each panel.

for CP violation is seen in the Belle kaon-enhanced sample as in the earlier Belle analysis
[20]. We assess the significance of the observed CP violation by comparing the likelihood
to that from a fit under the no CP-violation hypothesis of xDK

+ = xDK
� and yDK

+ = yDK
� .

Considering only the statistical uncertainties we find the significance is 5.8 standard devi-
ations.

7 Systematic uncertainties

Several possible sources of systematic uncertainties are considered, which are listed in Ta-
ble 3. This section explains each source and the methodology adopted to compute the
systematic uncertainties. The only correlated sources of systematic uncertainty between
Belle and Belle II are the input ci and si values, as well as the fit bias. All other sys-
tematic uncertainties are assessed independently for Belle and Belle II, and are summed in
quadrature.

– 15 –

• Simultaneous fit of B→Dπ, B→DK  
to extract K-π efficiencies and 
misidentification rates from data.
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PID cut isolates B→DK  
candidates: ~8% mis-ID 
B→Dπ contamination.

K-π efficiencies and mis-ID 
rates directly from data with 
simultaneous fit of disjoint 
B→DK and B→Dπ samples.


Belle: 
KS0ππ: 1467 ± 53

KS0KK: 194 ± 17

Belle II : 
KS0ππ: 280 ± 21

KS0KK: 34 ± 7

D0 → K0
SK+K−

D0 → K0
Sπ+π−

+ BDT output

CKM angle φ₃@Belle+BelleII

Belle 
711 fb-1

Belle II 
128 fb-1

DK Dπ

Dπ

Dπ-enriched

DK-enriched



Results
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δB[∘] = 124.8 ± 12.9 (stat) ± 0.5 (syst) ± 1.7 (ext)
rDK

B = 0.129 ± 0.024 (stat) ± 0.001 (syst) ± 0.002 (ext)
γ[∘] = 78.4 ± 11.4 (stat) ± 0.5 (syst) ± 1.0 (ext)

Improvements wrt previous Belle 
equivalent to doubling statistics.


Latest inputs on strong-phase from 
BESIIII highly reduces systematics.


Expect < 3° uncertainty with 10 ab-1, 
including also more D final state.

Uncertainty will still be dominated by 
the size of the data sample.

JHEP 02, 063 (2022)
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• δB[°]  = 124.8 ± 12.9 (stat)   ± 0.5 (syst)     ± 1.7 (ext)  
rB      = 0.129 ± 0.024 (stat) ± 0.001 (syst) ± 0.002 (ext)   
φ3[°] = 78.4   ± 11.4 (stat)  ± 0.5 (syst)     ± 1.0 (ext) 

• Previous Belle (711 fb-1) result: φ₃[°] = 77.3 +15.1  ± 4.1 ± 4.3 


• Better Ks selection, bkg suppression, analysis strategy.


• Improved systematics from BES III external input.


• Total improvements w.r.t. previous Belle result  
equivalent to doubling statistics. 

• Expect <3° uncert. at 10 ab-1 by including more D final states.


• Measurement is still statistically dominated.
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CKM angle φ₃@Belle+BelleII



• Rare decays, model independent test of new physics.


• Null sum in SM from isospin rule:


• Challenge: need good neutral reconstruction,  
precise beam spot knowledge to reconstruct Ks decay 
→ unique to B-Factories. 

• 4D unbinned maximum likelihood fit in ΔE, Δt, Mbc, BDT out

B0 æ KSfi0
and Kfi puzzle

B æ Kfi decay are rare, therefore sensitive to New Physics. In particular, long-standing

discrepancy in Isospin sum rule:
1

2ACP(B0 æ K+fi≠
) + 1.3ACP(B+ æ KSfi+

) ≠ 1.2ACP(B+ æ K+fi0
) ≠ ACP(B0 æ KSfi0

) ¥ 0

Uncertainty on this null test dominated by ACP(B0 æ KSfi0
), only feasible at Belle II.

e� e+

⇡0

⇡�

⇡+

KS

B0
sig

Need good performance with neutrals and beam spot constraint.

1
More accurate formula takes into account branching fractions and lifetimes

12 Moriond EW 2022 Thibaud Humair

14

B→Ksπ⁰ @Belle II
New KSfi0 ACP measurement

Perform 4D fit (including �t and �E )

Use B0 æ J/Â(µ+µ≠
)KS to calibrate �t shapes

Wrong-tag fraction measured from mixing measurement

Constrain SCP using previous measurements to maximise

precision on ACP.

Result:

ACP = ≠0.41
+0.30

≠0.32
(stat.) ± 0.09 (syst.)

B = (11.0 ± 1.2 (stat.) ± 1.0 (syst.)) ◊ 10
≠6

World average: ACP = 0.00 ± 0.13.

�E [GeV]

�t [ps]
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dominant uncertainty

NEW @Moriond

190 fb-1
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Branching Fraction of B⁰→Ksπ⁰γ @Belle II
• b→sγ is only possible at loop level in SM.


• Flavor-specific polarization: B⁰→Ksπ⁰γ(RH) and B̅⁰→Ksπ⁰γ(LH)


• we do not expect time-dependent asymmetry in SM


• possible in NP with different chiral structure


• B⁰→Ksπ⁰γ is only measurable at B-Factories 

• In preparation of a time-dependent analysis, 
we measure the BF:

New B0 æ K 0

Sfi0“ branching fraction measurement

In the SM, “ is RH in B0 æ K 0

S fi0“ and LH in B0 æ K 0

S fi0“
∆ expect no time-dependent asymmetry in B0 æ K 0

S fi0“.

However, can occur in BSM models with di�erent chirality structure.

Belle II unique place where to measure asymmetry.

In preparation for time-dependent analysis,

performed branching fraction measurement:

B = (7.3 ± 1.8 (stat.) ± 1.0 syst) ◊ 10
≠6

Compatible with world average

B = (7.0 ± 0.4) ◊ 10
≠6

14 Moriond EW 2022 Thibaud Humair
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|Vub| and |Vcb|
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• Longstanding tension (~3σ) between inclusive and exclusive measurements


• Crucial input for SM rare decay BF, limits power of CKM unitarity tests
# 4

Introduction 4

9. The Decay B� Xu��

The B meson, being the lightest meson containing a b quark, can only decay via the weak
interaction. In the following I discuss the semileptonic decay B � Xu��, where the final
state consists of a hadronic (Xu) and a leptonic (��) system.

At the energy scale of the B meson mass the propagator term of the virtual W± boson
can be integrated out and the weak interaction is described by the e�ective coupling GF
together with the corresponding CKM matrix elements. However, at this energy scale
the bound state of the two quarks, of which the B meson is composed, is described by
non-perturbative QCD. In case the virtual W± boson decays into a lepton and neutrino
pair there exists no strong interaction between the decay products of the W± and the
hadronic system Xu. Therefore it is possible to factorize the strong and weak interaction
contributions and treat them separately.

The e�ective Standard Model (SM) Lagrangian describing these decays is given by

Le� = �4GF�
2

Vub(u�µPLb)(��µPL�) + h.c., (9.1)

with Fermi’s constant GF, the CKM matrix element Vub and the projection operator
PL = (1� �5)/2. The decay B � ��� is shown at parton level and as an e�ective diagram
in Figure 9.1.

b u

d d

⌫

`+

W+

B0 ⇡�

(a) Parton level Feynman diagram.

B0 ⌫

`+

⇡�

(b) E�ective Feynman diagram.

Figure 9.1.: One possible parton level Feynman diagram (a) and the e�ective Feynman
diagram (b). In the e�ective Feynman diagram, the propagator of the W is
integrated out, i.e. the weak interaction is point-like, and the gluon interactions
are described by the blob.
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FIG. 1. The CKM suppressed and favored inclusive semilep-
tonic processes B ! Xu `+ ⌫` (left) and B ! Xc `

+ ⌫` (right)
for a B0 meson decay.

of the decay dynamics. The determination of |Vub| using
inclusive decays is very challenging due to the large back-
ground from the CKM-favored B ! Xc `+ ⌫` process.
Both processes have a very similar decay signature in
the form of a high momentum lepton, a hadronic system,
and missing energy from the neutrino that escapes detec-
tion. Figure 1 shows an illustration of both processes for
a B0-meson decay. A clear separation of the processes is
only possible in kinematic regions where B ! Xc `+ ⌫`
is kinematically forbidden. In these regions, however,
non-perturbative shape functions enter the description
of the decay dynamics, making predictions for the decay
rates dependent on the precise modeling. These functions
parametrize at leading order the Fermi motion of the b
quark inside the B meson. Properties of the leading-
order ⇤QCD/mb shape function can be determined using
the photon energy spectrum of B ! Xs � decays and mo-
ments of the lepton energy or hadronic invariant mass in
semileptonic B decays [10–12], but the modeling of both
the leading and subleading shape functions introduces
large theory uncertainties on the decay rate. In the fu-
ture, more model-independent approaches aim to directly
measure the leading-order shape function [13, 14].

As such methods are not yet realized, it is beneficial
to extend the measurement region as much as possible
into the B ! Xc `+ ⌫` dominated phase space. This
was done, e.g., by Refs. [15, 16]. This reduces the the-
ory uncertainties on the predicted partial rates [17–22],
although making the measurement more prone to sys-
tematic uncertainties. This strategy is also adopted in
the measurement described in this paper.

The corresponding world averages of |Vub| from both
exclusive and inclusive determinations are [6]:

|V excl.
ub | = (3.67 ± 0.09 ± 0.12) ⇥ 10�3 , (1)

|V incl.
ub | =

⇣
4.32 ± 0.12+0.12

�0.13

⌘
⇥ 10�3 . (2)

Here the uncertainties are experimental and from theory.
Both world averages exhibit a disagreement of about 3
standard deviations between them. This disagreement is
limiting the reach of present-day precision tests of the
KM mechanism and searches for loop-level new physics,
see e.g. Ref.[23] for a recent analysis.

One important experimental method to extend the
probed B ! Xu `+ ⌫` phase space into regions dominated
by B ! Xc `+ ⌫` transitions is the full reconstruction
of the second B meson of the e+ e�

! ⌥(4S) ! BB̄

process. This process is referred to as “tagging” and
allows for the reconstruction of the hadronic X sys-
tem of the semileptonic process. In addition, the neu-
trino four-momentum can be reconstructed. Properties
of both are instrumental to distinguish B ! Xu `+ ⌫`
and B ! Xc `+ ⌫` processes. In this manuscript the re-
construction of the second B meson and the separation of
B ! Xu `+ ⌫` from B ! Xc `+ ⌫` processes were carried
out using machine learning approaches. Several neural
networks were trained to identify correctly reconstructed
tag-side B mesons. The distinguishing variables of the
classification algorithm were carefully selected in order
not to introduce a bias in the measured partial branch-
ing fractions. In addition, the modeling of backgrounds
was validated in B ! Xc `+ ⌫` enriched selections. We
report the measurement of three partial branching frac-
tions, covering 30% - 85% of the accessible B ! Xu `+ ⌫`
phase space. The measurement of fully di↵erential dis-
tributions, which allow one to determine the leading and
subleading shape functions, is left for future work.

The main improvement over the previous Belle result
of Ref. [16] lies in the adoption of a more e�cient tagging
algorithm for the reconstruction of the second B meson
and the improvements of the B ! Xu `+ ⌫` signal and
B ! Xc `+ ⌫` background descriptions. In addition, the
full Belle data set of 711 fb�1 is analyzed and we avoid
the direct use of kinematic properties of the candidate
semileptonic decay in the background suppression. After
the final selection we retain a factor of approximatively
1.8 times more signal events than the previous analysis.

The remainder of this manuscript is organized as fol-
lows: Section II provides an overview of the data set
and the simulated signal and background samples, that
were used in the analysis. Section III details the analy-
sis strategy and reconstruction of the hadronic X system
of the semileptonic decay. Section IV introduces the fit
procedure used to separate B ! Xu `+ ⌫` signal from
background contributions. Section V lists the system-
atic uncertainties a↵ecting the measurements and Sec-
tion VI summarizes sideband studies central to validate
the modeling of the crucial B ! Xc `+ ⌫` background
processes. Finally, Section VII shows the selected sig-
nal events and compares them with the expectation from
simulation. In Section VIII the measured partial branch-
ing fractions and subsequent values of |Vub| are discussed.
Section IX presents our conclusions.

II. DATA SET AND SIMULATED SAMPLES

The analysis utilizes the full Belle data set of
(772 ± 10) ⇥ 106 B meson pairs, which were produced
at the KEKB accelerator complex [24] with a center-of-
mass energy of

p
s = 10.58 GeV corresponding to the

⌥(4S) resonance. In addition, 79 fb�1 of collision events
recorded 60MeV below the ⌥(4S) resonance peak are
used to derive corrections and for cross-checks.

The Belle detector is a large-solid-angle magnetic spec-

by M. Prim
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of the decay dynamics. The determination of |Vub| using
inclusive decays is very challenging due to the large back-
ground from the CKM-favored B ! Xc `+ ⌫` process.
Both processes have a very similar decay signature in
the form of a high momentum lepton, a hadronic system,
and missing energy from the neutrino that escapes detec-
tion. Figure 1 shows an illustration of both processes for
a B0-meson decay. A clear separation of the processes is
only possible in kinematic regions where B ! Xc `+ ⌫`
is kinematically forbidden. In these regions, however,
non-perturbative shape functions enter the description
of the decay dynamics, making predictions for the decay
rates dependent on the precise modeling. These functions
parametrize at leading order the Fermi motion of the b
quark inside the B meson. Properties of the leading-
order ⇤QCD/mb shape function can be determined using
the photon energy spectrum of B ! Xs � decays and mo-
ments of the lepton energy or hadronic invariant mass in
semileptonic B decays [10–12], but the modeling of both
the leading and subleading shape functions introduces
large theory uncertainties on the decay rate. In the fu-
ture, more model-independent approaches aim to directly
measure the leading-order shape function [13, 14].

As such methods are not yet realized, it is beneficial
to extend the measurement region as much as possible
into the B ! Xc `+ ⌫` dominated phase space. This
was done, e.g., by Refs. [15, 16]. This reduces the the-
ory uncertainties on the predicted partial rates [17–22],
although making the measurement more prone to sys-
tematic uncertainties. This strategy is also adopted in
the measurement described in this paper.

The corresponding world averages of |Vub| from both
exclusive and inclusive determinations are [6]:

|V excl.
ub | = (3.67 ± 0.09 ± 0.12) ⇥ 10�3 , (1)

|V incl.
ub | =

⇣
4.32 ± 0.12+0.12

�0.13

⌘
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Here the uncertainties are experimental and from the-
ory. Both world averages exhibit a disagreement of about
3 standard deviations between them. This disagree-
ment is limiting the reach of present-day precision tests
of the KM mechanism and searches for loop-level new
physics, see e.g. Ref. [23] for a recent analysis. For a
more complete review the interested reader is referred to
Refs. [24, 25].

One important experimental method to extend the
probed B ! Xu `+ ⌫` phase space into regions dominated

by B ! Xc `+ ⌫` transitions is the full reconstruction
of the second B meson of the e+ e�

! ⌥(4S) ! BB̄
process. This process is referred to as “tagging” and
allows for the reconstruction of the hadronic X sys-
tem of the semileptonic process. In addition, the neu-
trino four-momentum can be reconstructed. Properties
of both are instrumental to distinguish B ! Xu `+ ⌫`
and B ! Xc `+ ⌫` processes. In this manuscript the re-
construction of the second B meson and the separation of
B ! Xu `+ ⌫` from B ! Xc `+ ⌫` processes were carried
out using machine learning approaches. Several neural
networks were trained to identify correctly reconstructed
tag-side B mesons. The distinguishing variables of the
classification algorithm were carefully selected in order
not to introduce a bias in the measured partial branch-
ing fractions. In addition, the modeling of backgrounds
was validated in B ! Xc `+ ⌫` enriched selections. We
report the measurement of three partial branching frac-
tions, covering 31% - 86% of the accessible B ! Xu `+ ⌫`
phase space. The measurement of fully di↵erential dis-
tributions, which allow one to determine the leading and
subleading shape functions, is left for future work.

The main improvement over the previous Belle result
of Ref. [16] lies in the adoption of a more e�cient tagging
algorithm for the reconstruction of the second B meson
and the improvements of the B ! Xu `+ ⌫` signal and
B ! Xc `+ ⌫` background descriptions. In addition, the
full Belle data set of 711 fb�1 is analyzed and we avoid
the direct use of kinematic properties of the candidate
semileptonic decay in the background suppression. After
the final selection we retain a factor of approximatively
1.8 times more signal events than the previous analysis
with a ca. 20% improved purity.

The remainder of this manuscript is organized as fol-
lows: Section II provides an overview of the data set
and the simulated signal and background samples, that
were used in the analysis. Section III details the analy-
sis strategy and reconstruction of the hadronic X system
of the semileptonic decay. Section IV introduces the fit
procedure used to separate B ! Xu `+ ⌫` signal from
background contributions. Section V lists the system-
atic uncertainties a↵ecting the measurements and Sec-
tion VI summarizes sideband studies central to validate
the modeling of the crucial B ! Xc `+ ⌫` background
processes. Finally, Section VII shows the selected sig-
nal events and compares them with the expectation from
simulation. In Section VIII the measured partial branch-
ing fractions and subsequent values of |Vub| are discussed.
Section IX presents our conclusions.

II. DATA SET AND SIMULATED SAMPLES

The analysis utilizes the full Belle data set of
(772 ± 10) ⇥ 106 B meson pairs, which were produced
at the KEKB accelerator complex [26] with a center-of-
mass energy of

p
s = 10.58 GeV corresponding to the

⌥(4S) resonance. In addition, 79 fb�1 of collision events

≈ 3σ

|Vub| and |Vcb| Puzzles
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in the measurements of  between inclusive and exclusive approaches|Vcb | , |Vub |
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• Extremely challenging due to dominant B→Xcℓν background (~50x B→Xuℓν)


• Clean sample at lepton endpoint 
... but large theoretical errors to |Vub|


• Extend as much as possible into  
the B→Xuℓν dominated region


• Improve modeling of b→u and b→c


• Hybrid MC model [Phys. Rev. D 41, 1496 (1990)]


• Recent idea shown by Belle: Data-driven modeling of B→Xcℓν. 
Derive b→c template in Xc-enriched sample, use for fit of Xc-depleted sample.

18

Partial B.F. of B→Xuℓν @ Belle

Not covered here - see M. Hohmann's talk @Barolo2022



• Hadronic tag with Full Event Interpretation (FEI):  
Exclusive B-tagging with increased efficiency 
(0.5 (0.3)% for B⁺(B⁰)) using BDT.


• Use second BDT classifier trained on 11 variables including 
Mmiss2, #K, #Ks,... to suppress b→c background.

19
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BDT training (  against ) using  
•  (larger multiplicity of more broadening)

•  veto — use slow-  kinematics 

• # of kaons:  

• Bsig vertex fit

• sum(charges)

maximize the expected significance of the most 
inclusive partial BF, with systematic error

B → Xuℓ+νℓ B → Xcℓ+νℓ
M2

miss Xc →
D* π

K±, K0
S

Background suppression using BDT

10

FIG. 4. The shape of the background suppression classifier
OBDT is shown. MC is divided into B ! Xu `+ ⌫` signal, the
dominant B ! Xc `

+ ⌫` background, and all other contribu-
tions. To increase visibility, the B ! Xu `+ ⌫` component
is shown with a scaling factor (red dashed line). The uncer-
tainties on the MC contain the full systematic errors and are
further discussed in Section V.

TABLE II. The selection e�ciencies for B ! Xu `+ ⌫` signal,
B ! Xc `

+ ⌫` and for data are listed after the reconstruc-
tion of the Btag and lepton candidate. The nominal selection
requirement on the BDT classifier OBDT is 0.85. The other
two requirements were introduced to test the stability of the
result, cf. Section VIII.

Selection B ! Xu `+ ⌫` B ! Xc `
+ ⌫` Data

Mbc > 5.27GeV 84.8% 83.8% 80.2%

OBDT > 0.85 18.5% 1.3% 1.6%

OBDT > 0.83 21.9% 1.7% 2.1%

OBDT > 0.87 14.5% 0.9% 1.1%

D. Tagging E�ciency Calibration

The reconstruction e�ciency of the hadronic full re-
construction algorithm of Ref. [59] di↵ers between simu-
lated samples and the reconstructed data. This di↵erence
mainly arises due to imperfections, e.g. in the simulation
of detector responses, particle identification e�ciencies,
or incorrect branching fractions in the reconstructed de-
cay cascades. To address this, the reconstruction e�-
ciency is calibrated using a data-driven approach and we
follow closely the procedure outlined in Ref. [32]. We re-
construct full reconstruction events by requiring exactly
one lepton on the signal side, and apply the same Btag

and lepton selection criteria outlined in the previous sec-
tion. This B ! X `+ ⌫` enriched sample is divided into
groups of subsamples according to the Btag decay chan-
nel and the multivariate classifier output OFR used in
the hierarchical reconstruction. Each of these groups of
subsamples is studied individually to derive a calibration
factor for the hadronic tagging e�ciency: the calibra-

TABLE III. The binning choices of the four fits are given.

Fit variable Bins

MX [0, 1.5, 1.9, 2.5, 3.1, 5.0]GeV

q2 [0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2

EB
` 15 equidist. bins in [1, 2.5]GeV & [2.5, 2.7]GeV

MX : q2 [0, 1.5]GeV ⇥[0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2

[1.5, 1.9]GeV ⇥[0, 2, 4, 6, 26]GeV2

[1.9, 2.5]GeV ⇥[0, 2, 4, 26]GeV2

[2.5, 4.0]GeV ⇥[0, 2, 26]GeV2

tion factor is obtained by comparing the number of in-
clusive semileptonic B-meson decays, N(B ! X `+ ⌫`),
in data with the expectation from the simulated sam-
ples, NMC(B ! X `+ ⌫`). The semileptonic yield is de-
termined via a binned maximum likelihood fit using the
the lepton energy spectrum. To reduce the modeling de-
pendence of the B ! X `+ ⌫` sample this is done in a
coarse granularity of five bins. The calibration factor of
each these groups of subsamples is given by

Ctag(Btag mode,OFR) =
N(B ! X `+ ⌫`)

NMC(B ! X `+ ⌫`)
. (19)

The free parameters in the fit are the yield of the semilep-
tonic B ! X `+ ⌫` decays, the yield of backgrounds from
fake leptons and the yield of backgrounds from true lep-
tons. Approximately 1200 calibration factors are deter-
mined this way. The leading uncertainty on the Ctag

factors is from the assumed B ! X `+ ⌫` composition
and the lepton PID performance, cf. Section V. We also
apply corrections to the continuum e�ciency. These are
derived by using the o↵-resonance sample and compar-
ing the number of reconstructed o↵-resonance events in
data with the simulated on-resonance continuum events,
correcting for di↵erences in the selection.

IV. FITTING PROCEDURE

In order to determine the B ! Xu `+ ⌫` signal yield
and constrain all backgrounds, we perform a binned like-
lihood fit in the discriminating variables. To reduce the
dependence on the precise modeling of the B ! Xu `+ ⌫`
signal, we use coarse bins over regions that are very sen-
sitive to the admixture of resonant and non-resonant de-
cays, cf. Section II. The total likelihood function is con-
structed as the product of individual Poisson distribu-
tions P,

L =
binsY

i

P (ni; ⌫i) ⇥

Y

k

Gk , (20)

with ni denoting the number of observed data events and
⌫i the total number of expected events in a given bin i.
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FIG. 4. The shape of the background suppression classifier
OBDT is shown. MC is divided into B ! Xu `+ ⌫` signal, the
dominant B ! Xc `

+ ⌫` background, and all other contribu-
tions. To increase visibility, the B ! Xu `+ ⌫` component
is shown with a scaling factor (red dashed line). The uncer-
tainties on the MC contain the full systematic errors and are
further discussed in Section V.

TABLE II. The selection e�ciencies for B ! Xu `+ ⌫` signal,
B ! Xc `

+ ⌫` and for data are listed after the reconstruc-
tion of the Btag and lepton candidate. The nominal selection
requirement on the BDT classifier OBDT is 0.85. The other
two requirements were introduced to test the stability of the
result, cf. Section VIII.

Selection B ! Xu `+ ⌫` B ! Xc `
+ ⌫` Data

Mbc > 5.27GeV 84.8% 83.8% 80.2%

OBDT > 0.85 18.5% 1.3% 1.6%

OBDT > 0.83 21.9% 1.7% 2.1%

OBDT > 0.87 14.5% 0.9% 1.1%

D. Tagging E�ciency Calibration

The reconstruction e�ciency of the hadronic full re-
construction algorithm of Ref. [59] di↵ers between simu-
lated samples and the reconstructed data. This di↵erence
mainly arises due to imperfections, e.g. in the simulation
of detector responses, particle identification e�ciencies,
or incorrect branching fractions in the reconstructed de-
cay cascades. To address this, the reconstruction e�-
ciency is calibrated using a data-driven approach and we
follow closely the procedure outlined in Ref. [32]. We re-
construct full reconstruction events by requiring exactly
one lepton on the signal side, and apply the same Btag

and lepton selection criteria outlined in the previous sec-
tion. This B ! X `+ ⌫` enriched sample is divided into
groups of subsamples according to the Btag decay chan-
nel and the multivariate classifier output OFR used in
the hierarchical reconstruction. Each of these groups of
subsamples is studied individually to derive a calibration
factor for the hadronic tagging e�ciency: the calibra-

TABLE III. The binning choices of the four fits are given.

Fit variable Bins

MX [0, 1.5, 1.9, 2.5, 3.1, 5.0]GeV

q2 [0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2

EB
` 15 equidist. bins in [1, 2.5]GeV & [2.5, 2.7]GeV

MX : q2 [0, 1.5]GeV ⇥[0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2
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[2.5, 4.0]GeV ⇥[0, 2, 26]GeV2

tion factor is obtained by comparing the number of in-
clusive semileptonic B-meson decays, N(B ! X `+ ⌫`),
in data with the expectation from the simulated sam-
ples, NMC(B ! X `+ ⌫`). The semileptonic yield is de-
termined via a binned maximum likelihood fit using the
the lepton energy spectrum. To reduce the modeling de-
pendence of the B ! X `+ ⌫` sample this is done in a
coarse granularity of five bins. The calibration factor of
each these groups of subsamples is given by

Ctag(Btag mode,OFR) =
N(B ! X `+ ⌫`)

NMC(B ! X `+ ⌫`)
. (19)

The free parameters in the fit are the yield of the semilep-
tonic B ! X `+ ⌫` decays, the yield of backgrounds from
fake leptons and the yield of backgrounds from true lep-
tons. Approximately 1200 calibration factors are deter-
mined this way. The leading uncertainty on the Ctag

factors is from the assumed B ! X `+ ⌫` composition
and the lepton PID performance, cf. Section V. We also
apply corrections to the continuum e�ciency. These are
derived by using the o↵-resonance sample and compar-
ing the number of reconstructed o↵-resonance events in
data with the simulated on-resonance continuum events,
correcting for di↵erences in the selection.

IV. FITTING PROCEDURE

In order to determine the B ! Xu `+ ⌫` signal yield
and constrain all backgrounds, we perform a binned like-
lihood fit in the discriminating variables. To reduce the
dependence on the precise modeling of the B ! Xu `+ ⌫`
signal, we use coarse bins over regions that are very sen-
sitive to the admixture of resonant and non-resonant de-
cays, cf. Section II. The total likelihood function is con-
structed as the product of individual Poisson distribu-
tions P,

L =
binsY
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P (ni; ⌫i) ⇥
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Gk , (20)

with ni denoting the number of observed data events and
⌫i the total number of expected events in a given bin i.
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FIG. 4. The shape of the background suppression classifier
OBDT is shown. MC is divided into B ! Xu `+ ⌫` signal, the
dominant B ! Xc `

+ ⌫` background, and all other contribu-
tions. To increase visibility, the B ! Xu `+ ⌫` component
is shown with a scaling factor (red dashed line). The uncer-
tainties on the MC contain the full systematic errors and are
further discussed in Section V.

TABLE II. The selection e�ciencies for B ! Xu `+ ⌫` signal,
B ! Xc `

+ ⌫` and for data are listed after the reconstruc-
tion of the Btag and lepton candidate. The nominal selection
requirement on the BDT classifier OBDT is 0.85. The other
two requirements were introduced to test the stability of the
result, cf. Section VIII.

Selection B ! Xu `+ ⌫` B ! Xc `
+ ⌫` Data

Mbc > 5.27GeV 84.8% 83.8% 80.2%

OBDT > 0.85 18.5% 1.3% 1.6%

OBDT > 0.83 21.9% 1.7% 2.1%

OBDT > 0.87 14.5% 0.9% 1.1%

D. Tagging E�ciency Calibration

The reconstruction e�ciency of the hadronic full re-
construction algorithm of Ref. [59] di↵ers between simu-
lated samples and the reconstructed data. This di↵erence
mainly arises due to imperfections, e.g. in the simulation
of detector responses, particle identification e�ciencies,
or incorrect branching fractions in the reconstructed de-
cay cascades. To address this, the reconstruction e�-
ciency is calibrated using a data-driven approach and we
follow closely the procedure outlined in Ref. [32]. We re-
construct full reconstruction events by requiring exactly
one lepton on the signal side, and apply the same Btag

and lepton selection criteria outlined in the previous sec-
tion. This B ! X `+ ⌫` enriched sample is divided into
groups of subsamples according to the Btag decay chan-
nel and the multivariate classifier output OFR used in
the hierarchical reconstruction. Each of these groups of
subsamples is studied individually to derive a calibration
factor for the hadronic tagging e�ciency: the calibra-

TABLE III. The binning choices of the four fits are given.

Fit variable Bins

MX [0, 1.5, 1.9, 2.5, 3.1, 5.0]GeV

q2 [0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2

EB
` 15 equidist. bins in [1, 2.5]GeV & [2.5, 2.7]GeV

MX : q2 [0, 1.5]GeV ⇥[0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2

[1.5, 1.9]GeV ⇥[0, 2, 4, 6, 26]GeV2

[1.9, 2.5]GeV ⇥[0, 2, 4, 26]GeV2

[2.5, 4.0]GeV ⇥[0, 2, 26]GeV2

tion factor is obtained by comparing the number of in-
clusive semileptonic B-meson decays, N(B ! X `+ ⌫`),
in data with the expectation from the simulated sam-
ples, NMC(B ! X `+ ⌫`). The semileptonic yield is de-
termined via a binned maximum likelihood fit using the
the lepton energy spectrum. To reduce the modeling de-
pendence of the B ! X `+ ⌫` sample this is done in a
coarse granularity of five bins. The calibration factor of
each these groups of subsamples is given by

Ctag(Btag mode,OFR) =
N(B ! X `+ ⌫`)

NMC(B ! X `+ ⌫`)
. (19)

The free parameters in the fit are the yield of the semilep-
tonic B ! X `+ ⌫` decays, the yield of backgrounds from
fake leptons and the yield of backgrounds from true lep-
tons. Approximately 1200 calibration factors are deter-
mined this way. The leading uncertainty on the Ctag

factors is from the assumed B ! X `+ ⌫` composition
and the lepton PID performance, cf. Section V. We also
apply corrections to the continuum e�ciency. These are
derived by using the o↵-resonance sample and compar-
ing the number of reconstructed o↵-resonance events in
data with the simulated on-resonance continuum events,
correcting for di↵erences in the selection.

IV. FITTING PROCEDURE

In order to determine the B ! Xu `+ ⌫` signal yield
and constrain all backgrounds, we perform a binned like-
lihood fit in the discriminating variables. To reduce the
dependence on the precise modeling of the B ! Xu `+ ⌫`
signal, we use coarse bins over regions that are very sen-
sitive to the admixture of resonant and non-resonant de-
cays, cf. Section II. The total likelihood function is con-
structed as the product of individual Poisson distribu-
tions P,

L =
binsY

i

P (ni; ⌫i) ⇥

Y

k

Gk , (20)

with ni denoting the number of observed data events and
⌫i the total number of expected events in a given bin i.
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and combined with a range of event shape variables to
train a neural network to distinguish reconstructed B
meson candidates from continuum processes. The out-
put classifier score of this neural network is denoted as
OCont. Both classifier scores are mapped to a range of
[0, 1) signifying the reconstruction quality of poor to ex-
cellent candidates. We retain Btag candidates that show
at least moderate agreement based on these two outputs
and require that OFR > 10�4 and OCont > 10�4. De-
spite these relatively low values, knowledge of the charge
and momentum of the decay constituents in combination
with the known beam-energy allows one to infer the flavor
and four-momentum of the Btag candidate. We require
the Btag candidates to have at least a beam-constrained
mass of

Mbc =
q

E2
beam � |ptag|

2 > 5.27 GeV , (10)

with ptag denoting the momentum of the Btag candidate

in the center-of-mass frame of the colliding e+e�-pair.
Furthermore, Ebeam =

p
s/2 denotes half the center-of-

mass energy of the colliding e+e�-pair. The energy dif-
ference

�E = Etag � Ebeam , (11)

is already used in the input layer of the neural network
trained in the final stage of the reconstruction. Here Etag

denotes the energy of the Btag candidate in the center-

of-mass frame of the colliding e+e�-pair. In each event
a single Btag candidate is then selected according to the
highest OFR score of the hierarchical full reconstruction
algorithm. All tracks and clusters not used in the re-
construction of the Btag candidate are used to define the
signal side.

B. Signal Side Reconstruction

The signal side of the event is reconstructed
by identifying a well-reconstructed lepton with
EB

` = |p
B
` | > 1 GeV in the signal B rest frame3 us-

ing the likelihood mentioned in Section II. The signal B
rest frame is calculated using the momentum of the Btag

candidate via

psig = p
e
+

e
� �

✓q
m2

B + |ptag|
2,ptag

◆
, (12)

with p
e
+
e
� denoting the four-momentum of the colliding

electron-positron pair. Leptons from J/ and photon
conversions in detector material are rejected by combin-
ing the lepton candidate with oppositely charged tracks

3
We neglect the small correction of the lepton mass term to the

energy of the lepton.

(t) on the signal side and demanding that m`t > 0.14 GeV
and met /2 [3.05, 3.15] GeV or mµt /2 [3.06, 3.12] GeV. If
multiple lepton candidates are present on the signal side,
the event is discarded as multiple leptons are likely to
originate from a double semileptonic b ! c ! s cascade.
For charged Btag candidates, we demand that the charge
assignment of the signal-side lepton be opposite that of
the Btag charge. The hadronic X system is reconstructed
from the remaining unassigned charged particles and neu-
tral energy depositions. Its four momentum is calculated
as

pX =
X

i

✓q
m2

⇡ + |pi|
2,pi

◆
+
X

j

�
Ej ,kj

�
, (13)

with Ei = |ki| the energy of the neutral energy depo-
sitions and all charged particles with momentum pi are
assumed to be pions. With the X system reconstructed,
we can also reconstruct the missing mass squared,

M2
miss =

�
psig � pX � p`

�2
, (14)

which should peak at zero, M2
miss ⇡ m2

⌫ ⇡ 0 GeV2, for
correctly reconstructed semileptonic B ! Xu `

+ ⌫` and
B ! Xc `

+ ⌫` decays. The hadronic mass of the X sys-
tem is later used to discriminate B ! Xu `

+ ⌫` signal
decays from B ! Xc `

+ ⌫` and other remaining back-
grounds. It is reconstructed using

MX =
q

(pX)µ (pX)µ . (15)

In addition, we reconstruct the four-momentum-transfer
squared, q2, as

q2 =
�
psig � pX

�2
. (16)

The resolution of both variables for B ! Xu `
+ ⌫` is

shown in Figure 3 as residuals with respect to the gener-
ated values of q2 and MX . The resolution for MX has a
root-mean-square (RMS) deviation of 0.47 GeV, but ex-
hibits a large tail towards larger values. The distinct peak
at 0 is from B0

! ⇡� `+ ⌫` and other low-multiplicity
final states comprised of only charged pions. The four-
momentum-transfer squared q2 exhibits a large resolu-
tion, which is caused by a combination of the tag-side
B and the X reconstruction. The RMS deviation for
q2 is 1.59 GeV2. The core resolution is dominated by
the tagging resolution, whereas the large negative tail is
dominated from the resolution of the reconstruction of
the X system.

C. Background Suppression BDT

At this point in the reconstruction, the B ! Xc `
+ ⌫`

process completely dominates the selected events. To
identify B ! Xu `

+ ⌫`, we combine several distinguish-
ing features into a single discriminant. This is achieved

Charged Tracks Neutral Clusters

m2
miss = (psig − pX − pℓ)

2
≈ m2

ν = 0 GeV2
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and combined with a range of event shape variables to
train a neural network to distinguish reconstructed B
meson candidates from continuum processes. The out-
put classifier score of this neural network is denoted as
OCont. Both classifier scores are mapped to a range of
[0, 1) signifying the reconstruction quality of poor to ex-
cellent candidates. We retain Btag candidates that show
at least moderate agreement based on these two outputs
and require that OFR > 10�4 and OCont > 10�4. De-
spite these relatively low values, knowledge of the charge
and momentum of the decay constituents in combination
with the known beam-energy allows one to infer the flavor
and four-momentum of the Btag candidate. We require
the Btag candidates to have at least a beam-constrained
mass of
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with ptag denoting the momentum of the Btag candidate

in the center-of-mass frame of the colliding e+e�-pair.
Furthermore, Ebeam =

p
s/2 denotes half the center-of-

mass energy of the colliding e+e�-pair. The energy dif-
ference

�E = Etag � Ebeam , (11)

is already used in the input layer of the neural network
trained in the final stage of the reconstruction. Here Etag

denotes the energy of the Btag candidate in the center-

of-mass frame of the colliding e+e�-pair. In each event
a single Btag candidate is then selected according to the
highest OFR score of the hierarchical full reconstruction
algorithm. All tracks and clusters not used in the re-
construction of the Btag candidate are used to define the
signal side.

B. Signal Side Reconstruction

The signal side of the event is reconstructed
by identifying a well-reconstructed lepton with
EB

` = |p
B
` | > 1 GeV in the signal B rest frame3 us-

ing the likelihood mentioned in Section II. The signal B
rest frame is calculated using the momentum of the Btag

candidate via
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+
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2,ptag
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, (12)

with p
e
+
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� denoting the four-momentum of the colliding

electron-positron pair. Leptons from J/ and photon
conversions in detector material are rejected by combin-
ing the lepton candidate with oppositely charged tracks

3
We neglect the small correction of the lepton mass term to the

energy of the lepton.

(t) on the signal side and demanding that m`t > 0.14 GeV
and met /2 [3.05, 3.15] GeV or mµt /2 [3.06, 3.12] GeV. If
multiple lepton candidates are present on the signal side,
the event is discarded as multiple leptons are likely to
originate from a double semileptonic b ! c ! s cascade.
For charged Btag candidates, we demand that the charge
assignment of the signal-side lepton be opposite that of
the Btag charge. The hadronic X system is reconstructed
from the remaining unassigned charged particles and neu-
tral energy depositions. Its four momentum is calculated
as

pX =
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with Ei = |ki| the energy of the neutral energy depo-
sitions and all charged particles with momentum pi are
assumed to be pions. With the X system reconstructed,
we can also reconstruct the missing mass squared,
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, (14)

which should peak at zero, M2
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⌫ ⇡ 0 GeV2, for
correctly reconstructed semileptonic B ! Xu `

+ ⌫` and
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+ ⌫` decays. The hadronic mass of the X sys-
tem is later used to discriminate B ! Xu `

+ ⌫` signal
decays from B ! Xc `

+ ⌫` and other remaining back-
grounds. It is reconstructed using
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(pX)µ (pX)µ . (15)

In addition, we reconstruct the four-momentum-transfer
squared, q2, as
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. (16)

The resolution of both variables for B ! Xu `
+ ⌫` is

shown in Figure 3 as residuals with respect to the gener-
ated values of q2 and MX . The resolution for MX has a
root-mean-square (RMS) deviation of 0.47 GeV, but ex-
hibits a large tail towards larger values. The distinct peak
at 0 is from B0

! ⇡� `+ ⌫` and other low-multiplicity
final states comprised of only charged pions. The four-
momentum-transfer squared q2 exhibits a large resolu-
tion, which is caused by a combination of the tag-side
B and the X reconstruction. The RMS deviation for
q2 is 1.59 GeV2. The core resolution is dominated by
the tagging resolution, whereas the large negative tail is
dominated from the resolution of the reconstruction of
the X system.

C. Background Suppression BDT

At this point in the reconstruction, the B ! Xc `
+ ⌫`

process completely dominates the selected events. To
identify B ! Xu `

+ ⌫`, we combine several distinguish-
ing features into a single discriminant. This is achieved
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and combined with a range of event shape variables to
train a neural network to distinguish reconstructed B
meson candidates from continuum processes. The out-
put classifier score of this neural network is denoted as
OCont. Both classifier scores are mapped to a range of
[0, 1) signifying the reconstruction quality of poor to ex-
cellent candidates. We retain Btag candidates that show
at least moderate agreement based on these two outputs
and require that OFR > 10�4 and OCont > 10�4. De-
spite these relatively low values, knowledge of the charge
and momentum of the decay constituents in combination
with the known beam-energy allows one to infer the flavor
and four-momentum of the Btag candidate. We require
the Btag candidates to have at least a beam-constrained
mass of

Mbc =
q

E2
beam � |ptag|

2 > 5.27 GeV , (10)

with ptag denoting the momentum of the Btag candidate

in the center-of-mass frame of the colliding e+e�-pair.
Furthermore, Ebeam =

p
s/2 denotes half the center-of-

mass energy of the colliding e+e�-pair. The energy dif-
ference

�E = Etag � Ebeam , (11)

is already used in the input layer of the neural network
trained in the final stage of the reconstruction. Here Etag

denotes the energy of the Btag candidate in the center-

of-mass frame of the colliding e+e�-pair. In each event
a single Btag candidate is then selected according to the
highest OFR score of the hierarchical full reconstruction
algorithm. All tracks and clusters not used in the re-
construction of the Btag candidate are used to define the
signal side.

B. Signal Side Reconstruction

The signal side of the event is reconstructed
by identifying a well-reconstructed lepton with
EB
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B
` | > 1 GeV in the signal B rest frame3 us-
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rest frame is calculated using the momentum of the Btag
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3
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energy of the lepton.

(t) on the signal side and demanding that m`t > 0.14 GeV
and met /2 [3.05, 3.15] GeV or mµt /2 [3.06, 3.12] GeV. If
multiple lepton candidates are present on the signal side,
the event is discarded as multiple leptons are likely to
originate from a double semileptonic b ! c ! s cascade.
For charged Btag candidates, we demand that the charge
assignment of the signal-side lepton be opposite that of
the Btag charge. The hadronic X system is reconstructed
from the remaining unassigned charged particles and neu-
tral energy depositions. Its four momentum is calculated
as

pX =
X

i

✓q
m2

⇡ + |pi|
2,pi

◆
+
X

j

�
Ej ,kj

�
, (13)

with Ei = |ki| the energy of the neutral energy depo-
sitions and all charged particles with momentum pi are
assumed to be pions. With the X system reconstructed,
we can also reconstruct the missing mass squared,

M2
miss =

�
psig � pX � p`

�2
, (14)

which should peak at zero, M2
miss ⇡ m2

⌫ ⇡ 0 GeV2, for
correctly reconstructed semileptonic B ! Xu `

+ ⌫` and
B ! Xc `

+ ⌫` decays. The hadronic mass of the X sys-
tem is later used to discriminate B ! Xu `

+ ⌫` signal
decays from B ! Xc `

+ ⌫` and other remaining back-
grounds. It is reconstructed using

MX =
q

(pX)µ (pX)µ . (15)

In addition, we reconstruct the four-momentum-transfer
squared, q2, as

q2 =
�
psig � pX

�2
. (16)

The resolution of both variables for B ! Xu `
+ ⌫` is

shown in Figure 3 as residuals with respect to the gener-
ated values of q2 and MX . The resolution for MX has a
root-mean-square (RMS) deviation of 0.47 GeV, but ex-
hibits a large tail towards larger values. The distinct peak
at 0 is from B0

! ⇡� `+ ⌫` and other low-multiplicity
final states comprised of only charged pions. The four-
momentum-transfer squared q2 exhibits a large resolu-
tion, which is caused by a combination of the tag-side
B and the X reconstruction. The RMS deviation for
q2 is 1.59 GeV2. The core resolution is dominated by
the tagging resolution, whereas the large negative tail is
dominated from the resolution of the reconstruction of
the X system.

C. Background Suppression BDT

At this point in the reconstruction, the B ! Xc `
+ ⌫`

process completely dominates the selected events. To
identify B ! Xu `

+ ⌫`, we combine several distinguish-
ing features into a single discriminant. This is achieved

FEI 3

multiplicity decay channels further complicate the re-
construction and require tight selection criteria.

Semileptonic tagging considers only semileptonic
B ! D`⌫ and B ! D⇤`⌫ decay channels [3, Section
7.4.2]. Due to the presence of a high-momentum lepton
these decay channels can be easily identified and the
semileptonic tagging usually yields a higher tag-side ef-
ficiency compared to hadronic tagging due to the large
semileptonic branching fractions. On the other hand,
the semileptonic tag will miss kinematic information
due to the neutrino in the final state of the decay.
Hence, the sample is not as pure as in the hadronic
case.

To conclude, the FEI provides a hadronic and semilep-
tonic tag for B± and B0 mesons. This enables the mea-
surement of exclusive decays with several neutrinos and
inclusive decays. In both cases the FEI provides an ex-
plicit tag-side decay chain with an associated probabil-
ity.

2 Method

The FEI algorithm follows a hierarchical approach with
six stages, visualized in Figure 2. Final-state parti-
cle candidates are constructed using the reconstructed
tracks and clusters, and combined to intermediate par-
ticles until the final B candidates are formed. The prob-
ability of each candidate to be correct is estimated by
a multivariate classifier. A multivariate classifier maps
a set of input features (e.g. the four-momentum or the
vertex position) to a real-valued output, which can be
interpreted as a probability estimate. The multivariate
classifiers are constructed by optimizing a loss-function
(e.g. the mis-classification rate) on Monte Carlo simu-
lated ⌥(4S) events and are described later in detail.

All steps in the algorithm are configurable. There-
fore, the decay channels used, the cuts employed, the
choice of the input features, and hyper-parameters of
the multivariate classifiers depend on the configuration.
A more detailed description of the algorithm and the
default configuration can be found in Keck [4] and in
the following we give a brief overview over the key as-
pects of the algorithm.

2.1 Combination of Candidates

Charged final-state particle candidates are created from
tracks assuming different particle hypotheses. Neutral
final-state particle candidates are created from clus-
ters and displaced vertices constructed by oppositely
charged tracks. Each candidate can be correct (sig-
nal) or wrong (background). For instance, a track used

Tracks Displaced Vertices Neutral Clusters

⇡
0

K
0
L

K
0
S

⇡
+

e
+

µ
+

K
+ �

D
⇤0

D
⇤+

D
⇤
s

B
0

B
+

D
0

D
+

Ds

J/ 

K
0
S

Fig. 2: Schematic overview of the FEI. The algorithm
operates on objects identified by the reconstruction
software of the Belle II detectors: charged tracks, neu-
tral clusters and displaced vertices. In six distinct
stages, these basics objects are interpreted as final-state
particles (e+, µ+, K+, ⇡+, K0

L, �) combined to form in-
termediate particles (J/ , ⇡0, K0

S, D, D⇤) and finally
form the tag-side B mesons.

to create a ⇡+ candidate can originate from a pion
traversing the detector (signal), from a kaon traversing
the detector (background) or originates from a random
combination of hits from beam-background (also back-
ground).

All candidates available at this stage are combined
to intermediate particle candidates in the subsequent
stages, until candidates for the desired B mesons are
created. Each intermediate particle has multiple possi-
ble decay channels, which can be used to create valid
candidates. For instance, a B� candidate can be created
by combining a D0 and a ⇡� candidate, or by combin-
ing a D0, a ⇡� and a ⇡0 candidate. The D0 candidate
could be created from a K� and a ⇡+, or from a K0

S

and a ⇡0.
The FEI reconstructs more than 100 explicit decay

channels, leading to O(10000) distinct decay chains.

2.2 Multivariate Classification

The FEI employs multivariate classifiers to estimate the
probability of each candidate to be correct, which can
be used to discriminate correctly identified candidates
from background. For each final-state particle and for
each decay channel of an intermediate particle, a mul-
tivariate classifier is trained which estimates the signal
probability that the candidate is correct. In order to
use all available information at each stage, a network

Signal and background after BDT cut
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FIG. 7. The post-fit distributions of the one-dimensional
fits to MX and q2 are shown, corresponding to the measured
partial branching fractions for EB

` > 1GeV with additional
requirements of MX < 1.7GeV, and MX < 1.7GeV and q2 >
8GeV2, respectively.

VIII. RESULTS

We report partial branching fractions for three phase-
space regions from five fits to the reconstructed variables
introduced in Section IV. All partial branching fractions
correspond to a selection with EB

` > 1 GeV, also revert-
ing the e↵ect of final state radiation photons, and possi-
ble additional phase-space restrictions. The resulting fit
yields are listed in Table V.

A. Partial Branching Fraction Results

For the partial branching fraction with MX < 1.7 GeV
from the fit to MX we find

�B(B ! Xu`+ ⌫`) = (1.09 ± 0.05 ± 0.08) ⇥ 10�3 , (27)

FIG. 8. The post-fit distributions of the fit to EB
` with

MX < 1.7GeV is shown. The resulting yields were corrected
to correspond to the partial branching fraction with EB

` >
1GeV with and without an additional requirement of MX <
1.7GeV, respectively.

with the first and second error denoting the statistical
and systematic uncertainty, respectively. The resulting
post-fit distribution is shown in the top panel of Fig-
ure 7. With this selection about 56% of the available
B ! Xu `+ ⌫` phase space is probed. The partial branch-
ing fraction is in good agreement with the value obtained
by fitting EB

` and corrected to the same phase space. The
fit is shown in Figure 8 and we measure

�B(B ! Xu`+ ⌫`) = (1.12 ± 0.06 ± 0.14) ⇥ 10�3 , (28)

with a larger systematic and statistical uncertainty than
Eq. 27. To further probe the B ! Xu `+ ⌫` enriched
region, we carry out a measurement for MX < 1.7 GeV
and q2 > 8 GeV2 from a fit to the q2 spectrum. This
selection only probes about 30% of the available B !

Xu `+ ⌫` phase space. We find

�B(B ! Xu`+ ⌫`) = (0.67 ± 0.07 ± 0.10) ⇥ 10�3 . (29)

The corresponding post-fit distribution of q2 is shown
in the bottom panel of Figure 7. The most precise
determinations of B ! Xu `+ ⌫` are obtained from a
two-dimensional fit, exploiting the full combined dis-
criminatory power of MX and q2. The resulting par-
tial branching fraction probes about 85% of the available
B ! Xu `+ ⌫` phase space. We measure

�B(B ! Xu`+ ⌫`) = (1.59 ± 0.07 ± 0.17) ⇥ 10�3 . (30)

The projection of the 2D fit onto MX and the q2 distribu-
tion for the signal enriched region of MX < 1.5 GeV are
shown in Figure 9. The remaining q2 distributions are
given in Appendix D. The partial branching fraction is
also in good agreement from the measurement obtained

B → Xuℓ+νℓ

σ
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FIG. 9. The post-fit projection ofMX of the two-dimensional
fit to MX : q2 on MX and the q2 distribution in the range
of MX 2 [0, 1.5]GeV are shown. The resulting yields are
corrected to correspond to a partial branching fraction with
EB

` > 1GeV. The remaining q2 distributions are given in
Figure 21 (Appendix D).

- DGE: The Dressed Gluon Approximation (short
DGE) from Andersen and Gardi [19, 20] makes pre-
dictions by avoiding the direct use of shape func-
tions, but produces predictions for hadronic observ-
ables using the on-shell b-quark mass. The calcu-
lation is carried out in the MS scheme and we use
mb(MS) = 4.19 ± 0.04 GeV.

- GGOU: The prediction from Gambino, Giordano,
Ossola, and Uraltsev [18] (short GGOU) incorpo-
rates all known perturbative and non-perturbative
e↵ects up to the order O(↵2

s �0) and O(1/m3
b), re-

spectively. The shape function dependence is incor-
porated by parametrizing its e↵ects in each struc-
ture function with a single light-cone function. The
calculation is carried out in the kinetic scheme and
we use as inputs mkin

b = 4.55 ± 0.02 GeV and

µ2 kin
⇡ = 0.46 ± 0.08 GeV2.

- ADFR: The calculation of Aglietti, Di Lodovico,
Ferrera, and Ricciardi [21, 22] makes use of the ra-
tio of B ! Xu `+ ⌫` to B ! Xc `+ ⌫` rates and
soft-gluon resummation at next-to-next-to-leading-
order and an e↵ective QCD coupling approach.
The calculation uses the MS scheme and we use
mb(MS) = 4.19 ± 0.04 GeV.

Table VI lists the decay rates and their associated uncer-
tainties for the probed regions of phase space, which we
use to extract |Vub| from the measured partial branching
fractions with Eq. 32.

C. |Vub| Results

From the partial branching fractions with EB
` > 1 GeV

and MX < 1.7 GeV determined from fitting MX we find

|Vub| (BLNP) = (3.90 ± 0.08 ± 0.15 ± 0.21) ⇥ 10�3 ,

|Vub| (DGE) =
⇣
4.08 ± 0.09 ± 0.16+0.20

�0.26

⌘
⇥ 10�3 ,

|Vub| (GGOU) =
⇣
3.97 ± 0.08+0.15

�0.16
+0.15
�0.16

⌘
⇥ 10�3 ,

|Vub| (ADFR) = (3.63 ± 0.08 ± 0.14 ± 0.17) ⇥ 10�3 .
(33)

The uncertainties denote the statistical uncertainty, the
systematic uncertainty and the theory error from the par-
tial rate prediction. For the partial branching fraction
with EB

` > 1 GeV, MX < 1.7 GeV, and q2 > 8 GeV2 we
find

|Vub| (BLNP) =
⇣
4.24+0.22

�0.23
+0.30
�0.32

+0.26
�0.28

⌘
⇥ 10�3 ,

|Vub| (DGE) =
⇣
4.16+0.22

�0.23
+0.29
�0.31

+0.18
�0.21

⌘
⇥ 10�3 ,

|Vub| (GGOU) =
⇣
4.25+0.22

�0.24
+0.30
�0.32

+0.24
�0.26

⌘
⇥ 10�3 ,

|Vub| (ADFR) =
⇣
3.68+0.19

�0.20
+0.26
�0.28 ± 0.17

⌘
⇥ 10�3 . (34)

Finally, the most inclusive determination with EB
` >

1 GeV from the two-dimensional fit of MX and q2 results
in

|Vub| (BLNP) =
⇣
4.05 ± 0.09+0.21

�0.22
+0.18
�0.20

⌘
⇥ 10�3 ,

|Vub| (DGE) =
⇣
4.16 ± 0.09+0.21

�0.22
+0.11
�0.12

⌘
⇥ 10�3 ,

|Vub| (GGOU) =
⇣
4.15 ± 0.09+0.21

�0.22
+0.08
�0.09

⌘
⇥ 10�3 ,

|Vub| (ADFR) =
⇣
4.05 ± 0.09+0.21

�0.22 ± 0.18
⌘
⇥ 10�3 .

(35)

In order to quote a single value for |Vub| we adapt the
procedure of Ref. [67] and calculate a simple arithmetic
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FIG. 7. The post-fit distributions of the one-dimensional
fits to MX and q2 are shown, corresponding to the measured
partial branching fractions for EB

` > 1GeV with additional
requirements of MX < 1.7GeV, and MX < 1.7GeV and q2 >
8GeV2, respectively.

VIII. RESULTS

We report partial branching fractions for three phase-
space regions from five fits to the reconstructed variables
introduced in Section IV. All partial branching fractions
correspond to a selection with EB

` > 1 GeV, also revert-
ing the e↵ect of final state radiation photons, and possi-
ble additional phase-space restrictions. The resulting fit
yields are listed in Table V.

A. Partial Branching Fraction Results

For the partial branching fraction with MX < 1.7 GeV
from the fit to MX we find

�B(B ! Xu`+ ⌫`) = (1.09 ± 0.05 ± 0.08) ⇥ 10�3 , (27)

FIG. 8. The post-fit distributions of the fit to EB
` with

MX < 1.7GeV is shown. The resulting yields were corrected
to correspond to the partial branching fraction with EB

` >
1GeV with and without an additional requirement of MX <
1.7GeV, respectively.

with the first and second error denoting the statistical
and systematic uncertainty, respectively. The resulting
post-fit distribution is shown in the top panel of Fig-
ure 7. With this selection about 56% of the available
B ! Xu `+ ⌫` phase space is probed. The partial branch-
ing fraction is in good agreement with the value obtained
by fitting EB

` and corrected to the same phase space. The
fit is shown in Figure 8 and we measure

�B(B ! Xu`+ ⌫`) = (1.12 ± 0.06 ± 0.14) ⇥ 10�3 , (28)

with a larger systematic and statistical uncertainty than
Eq. 27. To further probe the B ! Xu `+ ⌫` enriched
region, we carry out a measurement for MX < 1.7 GeV
and q2 > 8 GeV2 from a fit to the q2 spectrum. This
selection only probes about 30% of the available B !

Xu `+ ⌫` phase space. We find

�B(B ! Xu`+ ⌫`) = (0.67 ± 0.07 ± 0.10) ⇥ 10�3 . (29)

The corresponding post-fit distribution of q2 is shown
in the bottom panel of Figure 7. The most precise
determinations of B ! Xu `+ ⌫` are obtained from a
two-dimensional fit, exploiting the full combined dis-
criminatory power of MX and q2. The resulting par-
tial branching fraction probes about 85% of the available
B ! Xu `+ ⌫` phase space. We measure

�B(B ! Xu`+ ⌫`) = (1.59 ± 0.07 ± 0.17) ⇥ 10�3 . (30)

The projection of the 2D fit onto MX and the q2 distribu-
tion for the signal enriched region of MX < 1.5 GeV are
shown in Figure 9. The remaining q2 distributions are
given in Appendix D. The partial branching fraction is
also in good agreement from the measurement obtained

B → Xuℓ+νℓ

σ
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FIG. 9. The post-fit projection ofMX of the two-dimensional
fit to MX : q2 on MX and the q2 distribution in the range
of MX 2 [0, 1.5]GeV are shown. The resulting yields are
corrected to correspond to a partial branching fraction with
EB

` > 1GeV. The remaining q2 distributions are given in
Figure 21 (Appendix D).

- DGE: The Dressed Gluon Approximation (short
DGE) from Andersen and Gardi [19, 20] makes pre-
dictions by avoiding the direct use of shape func-
tions, but produces predictions for hadronic observ-
ables using the on-shell b-quark mass. The calcu-
lation is carried out in the MS scheme and we use
mb(MS) = 4.19 ± 0.04 GeV.

- GGOU: The prediction from Gambino, Giordano,
Ossola, and Uraltsev [18] (short GGOU) incorpo-
rates all known perturbative and non-perturbative
e↵ects up to the order O(↵2

s �0) and O(1/m3
b), re-

spectively. The shape function dependence is incor-
porated by parametrizing its e↵ects in each struc-
ture function with a single light-cone function. The
calculation is carried out in the kinetic scheme and
we use as inputs mkin

b = 4.55 ± 0.02 GeV and

µ2 kin
⇡ = 0.46 ± 0.08 GeV2.

- ADFR: The calculation of Aglietti, Di Lodovico,
Ferrera, and Ricciardi [21, 22] makes use of the ra-
tio of B ! Xu `+ ⌫` to B ! Xc `+ ⌫` rates and
soft-gluon resummation at next-to-next-to-leading-
order and an e↵ective QCD coupling approach.
The calculation uses the MS scheme and we use
mb(MS) = 4.19 ± 0.04 GeV.

Table VI lists the decay rates and their associated uncer-
tainties for the probed regions of phase space, which we
use to extract |Vub| from the measured partial branching
fractions with Eq. 32.

C. |Vub| Results

From the partial branching fractions with EB
` > 1 GeV

and MX < 1.7 GeV determined from fitting MX we find

|Vub| (BLNP) = (3.90 ± 0.08 ± 0.15 ± 0.21) ⇥ 10�3 ,

|Vub| (DGE) =
⇣
4.08 ± 0.09 ± 0.16+0.20

�0.26

⌘
⇥ 10�3 ,

|Vub| (GGOU) =
⇣
3.97 ± 0.08+0.15

�0.16
+0.15
�0.16

⌘
⇥ 10�3 ,

|Vub| (ADFR) = (3.63 ± 0.08 ± 0.14 ± 0.17) ⇥ 10�3 .
(33)

The uncertainties denote the statistical uncertainty, the
systematic uncertainty and the theory error from the par-
tial rate prediction. For the partial branching fraction
with EB

` > 1 GeV, MX < 1.7 GeV, and q2 > 8 GeV2 we
find

|Vub| (BLNP) =
⇣
4.24+0.22

�0.23
+0.30
�0.32

+0.26
�0.28

⌘
⇥ 10�3 ,

|Vub| (DGE) =
⇣
4.16+0.22

�0.23
+0.29
�0.31

+0.18
�0.21

⌘
⇥ 10�3 ,

|Vub| (GGOU) =
⇣
4.25+0.22

�0.24
+0.30
�0.32

+0.24
�0.26

⌘
⇥ 10�3 ,

|Vub| (ADFR) =
⇣
3.68+0.19

�0.20
+0.26
�0.28 ± 0.17

⌘
⇥ 10�3 . (34)

Finally, the most inclusive determination with EB
` >

1 GeV from the two-dimensional fit of MX and q2 results
in

|Vub| (BLNP) =
⇣
4.05 ± 0.09+0.21

�0.22
+0.18
�0.20

⌘
⇥ 10�3 ,

|Vub| (DGE) =
⇣
4.16 ± 0.09+0.21

�0.22
+0.11
�0.12

⌘
⇥ 10�3 ,

|Vub| (GGOU) =
⇣
4.15 ± 0.09+0.21

�0.22
+0.08
�0.09

⌘
⇥ 10�3 ,

|Vub| (ADFR) =
⇣
4.05 ± 0.09+0.21

�0.22 ± 0.18
⌘
⇥ 10�3 .

(35)

In order to quote a single value for |Vub| we adapt the
procedure of Ref. [67] and calculate a simple arithmetic
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Example fit

• 2D fit on  with 


• ΔB(B→Xuℓν) =(1.59±0.07±0.17)x10-3 

• Using theory predictions we calculate


• |Vub| = (4.10 ± 0.09 ± 0.22 ± 0.15) × 10-3 

• Consistent with other inclusive  
determinations.
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IX. SUMMARY AND CONCLUSIONS

We report measurements of partial branching frac-
tions with di↵erent requirements on the properties of the
hadronic system of the B ! Xu `+ ⌫` decay and with
a lepton energy of EB

` > 1 GeV in the B rest-frame,
covering 31-86% of the available phase space. The size-
able background from semileptonic B ! Xc `+ ⌫` de-
cays is suppressed using multivariate methods in the
form of a BDT. This approach allows us to reduce such
backgrounds to an acceptable level, whilst retaining a
high signal e�ciency. Signal yields are obtained using a
binned likelihood fit in either the reconstructed hadronic
mass MX , the four-momentum-transfer squared q2, or
the lepton energy EB

` . The most precise result is ob-
tained from a two-dimensional fit of MX and q2. Trans-
lated to a partial branching fraction for EB

` > 1 GeV we
obtain

�B(B ! Xu`+ ⌫`) = (1.59 ± 0.07 ± 0.17) ⇥ 10�3 , (50)

with the errors denoting statistical and systematic un-
certainties. The partial branching fraction is compatible
with the value obtained by a fit of the lepton energy
spectrum EB

` and with the most precise determination
of Ref. [66]. In addition, it is stable under variations
of the background suppression BDT. From this partial
branching fraction we obtain a value of

|Vub| = (4.10 ± 0.09 ± 0.22 ± 0.15) ⇥ 10�3 (51)

from an average over four theoretical calculations. This
value is higher than, but compatible with, the value
of |Vub| from exclusive determinations by 1.3 standard
deviations. The compatibility with the value expected
from CKM unitarity from a fit of Ref. [73] of |Vub| =⇣
3.62+0.11

�0.08

⌘
⇥ 10�3 is 1.6 standard deviations. Fig-

ure 12 summarizes the situation. The result presented
here supersedes Ref. [16]: this paper uses a more e�-
cient tagging algorithm, incorporates improvements of
the B ! Xu `+ ⌫` signal and B ! Xc `+ ⌫` background
descriptions, and analyzes the full Belle data set of 711
fb�1. The measurement of kinematic di↵erential shapes
of MX , q2, and other properties are left for future work.
These results will be crucial for future direct measure-
ments with Belle II that will attempt to use data-driven
methods to directly constrain the shape function using
B ! Xu `+ ⌫` information.
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TABLE VI. The theory rates ��(B ! Xu `+ ⌫`) from various theory calculations are listed. The rates are given in units of
ps�1.

Phase-space region BLNP [17] DGE [19, 20] GGOU [18] ADFR [21, 22]

MX < 1.7GeV 45.2+5.4
�4.6 42.3+5.8

�3.8 43.7+3.9
�3.2 52.3+5.4

�4.7

MX < 1.7GeV, q2 > 8GeV2 23.4+3.4
�2.6 24.3+2.6

�1.9 23.3+3.2
�2.4 31.1+3.0

�2.6

EB
` > 1GeV 61.5+6.4

�5.1 58.2+3.6
�3.0 58.5+2.7

�2.3 61.5+5.8
�5.1

average of the most precise determinations in Eq. 35 to
obtain

|Vub| = (4.10 ± 0.09 ± 0.22 ± 0.15) ⇥ 10�3 . (36)

This value is larger, but compatible with the ex-
clusive measurement of |Vub| from B ! ⇡ `+ ⌫` of
|Vub| = (3.67 ± 0.09 ± 0.12) ⇥ 10�3 within 1.3 standard
deviations.

D. Stability Checks

To check the stability of the result we redetermine the
partial branching fractions using two additional working
points. We change the BDT selection to increase and
decrease the amount of B ! Xc `+ ⌫` and other back-
grounds, and repeat the full analysis procedure. The
resulting values of �B(B ! Xu` ⌫`) are determined us-
ing the two-dimensional fit of MX : q2 and are shown
in Figure 10. The background contamination changes by

FIG. 10. The stability of the determined partial branching
fraction �B(B ! Xu` ⌫`) using the MX : q2 fit is studied
as a function of the BDT selection requirement. The clas-
sifier output selection of 0.83 and 0.87 correspond to signal
e�ciencies after the pre-selection of 22% and 15%, respec-
tively. These selections increase, or decrease the background
from B ! Xc `

+ ⌫` and other processes by 37% and 33%,
respectively. The grey and yellow bands show the total and
statistical error, respectively, with the nominal BDT working
point of 0.85.

+37% and �33%, respectively. The small shifts in cen-
tral value are well contained within the quoted system-
atic uncertainties. To further estimate the compatibility
of the result we determine the full statistical and sys-
tematic correlations of the results and recover that the
partial branching fraction with looser and tighter BDT
selection are in agreement with the nominal result within
1.1 and 1.4 standard deviations, respectively.

E. B ! Xu `+ ⌫` Charged Pion Multiplicity

The modeling the B ! Xu `+ ⌫` signal composition is
crucial to all presented measurements. One aspect dif-
ficult to assess is the Xu fragmentation simulation: the
charmless Xu state can decay via many di↵erent channels
producing a number of charged or neutral pions or kaons.
In Section V we discussed how we assess the uncertainty
on the number of ss̄ quark pairs produced in the Xu frag-
mentation. Due to the BDT removing such events to sup-
press the dominant B ! Xc `+ ⌫` background, no signal-
enriched region can be easily obtained. The accuracy of
the fragmentation into the number of charged pions can
be tested in the signal enriched region of MX < 1.7 GeV.
Figure 11 compares the charged pion multiplicity be-
tween simulated signal and background processes and
data. The signal and background predictions are scaled
to their respective normalizations obtained from the two-

FIG. 11. The post-fit charged pion multiplicity is shown for
events with MX < 1.7 GeV. The uncertainties on the MC
stack include all systematic uncertainties.

to quote a single value, we take a simple arithmetic avg. of 
the most inclusive results (2D fits) 

Determination of |Vub |
BELLE

PRD 104, 012008 (2021) Inclusive  and B → Xuℓ+νℓ |Vub |

PRD 104, 012008 (2021)



| ub| from B ! ⇡e+⌫e NEW

B0!⇡�e+⌫e B+!⇡0 e+⌫e

unfolded q2 spectrum translated into di↵erential branching fraction dB/dq2

�2 fit of dB/dq2 / |Vub|
2f 2+(q

2) using BCL form factor parameterization and lattice QCD constraints

(Fermilab/MILC) (arXiv:1503.07839)

combined fit ! |Vub| = (3.88± 0.45)⇥ 10�3
(PDG: (3.67±0.15)⇥10�3)

Latest results on semileptonic and electroweak penguin decays at Belle II - Maximilian Welsch 4

|Vub| from B→πeν @ Belle II
• Reconstruct B⁰→π⁻e⁺ν and B⁺→π⁰e⁺ν  

with FEI hadronic tag.


• Fit missing mass in three  bins.


• B(B⁰→π⁻e⁺ν) = (1.43 ± 0.27 ± 0.07) x 10-4 

B(B⁺→π⁰e⁺ν) = (8.33 ± 1.67 ± 0.55) x 10-5 

• Fit                                        using lattice QCD 
input (Fermilab/MILC) [arXiv:1503.07839]


• Combined fit: |Vub| = (3.88 ± 0.45) × 10-3 

• Consistent with PDG but still limited by statistics.

q2 = (pe + pν)2

21

| ub| from B ! ⇡e+⌫e NEW

reconstruct B ! ⇡e+⌫e (⇡ = ⇡+/⇡0 )

main challenges: sample size, ⇡0 reconstruction

likelihood fit of m2
miss in three q2 = (pe + p⌫e )

2 bins

observed significance 3.8� � 5.4�

B0
! ⇡�e+⌫e

m2
miss = (p

e+e�
� pBtag � p` � p⇡ )

2

B(B0
! ⇡�e+⌫e) = (1.43± 0.27 (stat.)± 0.07 (sys.))⇥ 10�4

(PDG: (1.50±0.06)⇥10�4)

B(B+
! ⇡0 e+⌫e) = (8.33± 1.67 (stat.)± 0.55 (sys.))⇥ 10�5

(PDG: (7.80±0.27)⇥10�5)

Latest results on semileptonic and electroweak penguin decays at Belle II - Maximilian Welsch 3

| ub| from B ! ⇡e+⌫e NEW

B0!⇡�e+⌫e B+!⇡0 e+⌫e

unfolded q2 spectrum translated into di↵erential branching fraction dB/dq2

�2 fit of dB/dq2 / |Vub|
2f 2+(q

2) using BCL form factor parameterization and lattice QCD constraints

(Fermilab/MILC) (arXiv:1503.07839)

combined fit ! |Vub| = (3.88± 0.45)⇥ 10�3
(PDG: (3.67±0.15)⇥10�3)

Latest results on semileptonic and electroweak penguin decays at Belle II - Maximilian Welsch 4

Preliminary  
@Moriond

Meanwhile at Belle II...

190 fb-1



• Inclusive |Vcb| measurement relies 
on Heavy Quark Expansion (HQE) 


• Non perturbative matrix elements, number  
increases if one increases expansion in (1/mb)


• Recent idea [JHEP 02 (2019) 177] to reparametrise:


• Reduce number of M.E. for q², 13→8 at O(1/mb⁴)


• Measured at both Belle (recent) and Belle II (new!) 
for , n=1-4, using hadronic tag.


• |Vcb| global fits with this input in the near future.

< (q2)n >

22

q² moments of B→Xclν

Measurements of inclusive B ! Xc l⌫ decays.

q2 moments from B ! Xc`⌫ decays

Here compare n = 1, 2 q2 moments as a function of lower q2 threshold between
Belle II and Belle.

Paper soon!

arxiv2109.01685

Belle 711 fb�1

Expect global fits for inclusive |Vcb| using the moments in the near future.

William Sutcli↵e on behalf of Belle II Semileptonic B decays at Belle II 14 March 2022, Moriond EW 11 / 12

Measurements of inclusive B ! Xc l⌫ decays.

q2 moments from B ! Xc`⌫ decays

Here compare n = 1, 2 q2 moments as a function of lower q2 threshold between
Belle II and Belle.

Paper soon!

arxiv2109.01685

Belle 711 fb�1

Expect global fits for inclusive |Vcb| using the moments in the near future.

William Sutcli↵e on behalf of Belle II Semileptonic B decays at Belle II 14 March 2022, Moriond EW 11 / 12

PRD 104, 112011 (2021)

paper in preparation

Belle II 63 fb-1

Belle 711 fb-1



LFU/LFV
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Figure 1: The fits to the (a) MΩπ , (b) MΩe, and (c) MΩµ distributions for the selected candidates from data. The dots with
error bars represent the data, the solid lines are the best fits, and the dashed lines are the fitted total backgrounds. The blank
areas between the red dashed lines and shaded histograms are from backgrounds with mis-selected !+. The “µ− π misID” in
plot (c) means the background component from Ω0

c → Ω−π++ hadrons decays. The other fit components are illustrated by
the legends.

events is added, with the relevant decay widths set
to the PDG values [27]. In the fits to MΩ! spectra
above, the shapes of all fit components are fixed, and
the yields are floated except for the backgrounds from
wrongly reconstructed Ω− candidates whose yields
are normalized according to the Ω− invariant mass
distribution. Figure 1 shows the fitted results for Ω0

c

decays to (a) Ω−π+, (b) Ω−e+νe, and (c) Ω−µ+νµ. The
fitted results together with the corresponding detection
efficiencies are listed in Table I. The efficiencies are
computed on simulations and are then corrected to
take into account data/MC discrepancies in the particle
identifications (PID), where details will be explained
in the section dedicated to the systematic uncertainty
description. The significances of the Ω0

c → Ω−#+ν! are
both larger than 10σ. The significances are calculated
using

√

−2 ln(L0/Lmax), where L0 and Lmax are
the likelihoods of the fits without and with a signal
component, respectively.

Table I: List of the fitted signal yields and the corresponding
detection efficiencies with the particle identification correction
factors included. The last column gives the ratios of branching
fractions R = B(Ω0

c → Ω−!+ν")/B(Ω
0
c → Ω−π+). The

branching fractions of Ω−
→ ΛK and Λ → pπ− are not

included in the detection efficiencies. Quoted uncertainties
are statistical only.

channel signal yields detection efficiency R

Ω0
c → Ω−π+ 865.3 ± 35.3 17.87% ...

Ω0
c → Ω−e+νe 707.6 ± 37.7 7.40% 1.98 ± 0.13

Ω0
c → Ω−µ+νµ 367.9 ± 31.4 3.93% 1.94 ± 0.18

The Ω0
c semileptonic decay branching fraction ratios

are calculated using

B(Ω0
c → Ω−#+ν!)

B(Ω0
c → Ω−π+)

=
NΩ! · εΩπ

NΩπ · εΩ!
,

where N and ε are the fitted signal yields and detector

efficiency of the corresponding Ω0
c decay, respectively.

The calculated results are listed in Table I. Similarly,
we also obtain B(Ω0

c → Ω−e+νe)/B(Ω0
c → Ω−µ+νµ) =

1.02± 0.10. Here, the uncertainties are statistical only.
Several sources of systematic uncertainties contribute

to the measurement of the branching fraction ratios.
Using D∗+ → D0π+, D0 → K−π+, and J/ψ → ##
control samples, the efficiency ratios between data and
MC simulations are (95.4 ± 0.9)%, (98.2 ± 0.9)%, and
(98.7± 0.6)% for pion, electron, and muon, respectively.
The central values of the ratios are taken as efficiency
correction factors and the relative errors are taken as
systematic uncertainties, written as σPID in Table II.
The systematic uncertainties associated with tracking
efficiency and Ω− selection approximately cancel in
the branching fraction ratio measurements so that the
uncertainties on those are negligible. We estimate
the systematic uncertainties associated with the fitting
procedures (σfit) for Ω0

c → Ω−#+ν! and Ω0
c → Ω−π+

separately. For Ω0
c → Ω−#+ν! decays, we change the

bin width of the MΩ! spectra by ±5 MeV/c2, change
the Ω− mass sidebands from four to three times that
of the signal region, and take the relative differences of
the fitted signal yields as σfit: these are 1.0% for the
electron mode and muon mode. For Ω0

c → Ω−π+, we
estimate σfit by changing the range of the fit and the
order of the background polynomial, and take the relative
difference of the signal yields, 0.4%, as the systematic
uncertainty. For Ω0

c → Ω−π+, the xp distribution
is corrected with efficiencies bin by bin, and is fitted
with Peterson’s fragmentation function 1/(xp · (1− 1

xp

−
εp

1−xp

)2) [44]. The signal MC samples of all three

decay modes are generated with the fitted Peterson’s
fragmentation function, and the relative difference of the
detection efficiencies obtained by changing the fitted εp
by ±1σ are taken as the systematic uncertainty (σxp

),
which are 0.5%, 0.5%, and 2.1% for electron, muon, and
pion mode, respectively. For semileptonic decays, to
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Figure 1: The fits to the (a) MΩπ , (b) MΩe, and (c) MΩµ distributions for the selected candidates from data. The dots with
error bars represent the data, the solid lines are the best fits, and the dashed lines are the fitted total backgrounds. The blank
areas between the red dashed lines and shaded histograms are from backgrounds with mis-selected !+. The “µ− π misID” in
plot (c) means the background component from Ω0

c → Ω−π++ hadrons decays. The other fit components are illustrated by
the legends.

events is added, with the relevant decay widths set
to the PDG values [27]. In the fits to MΩ! spectra
above, the shapes of all fit components are fixed, and
the yields are floated except for the backgrounds from
wrongly reconstructed Ω− candidates whose yields
are normalized according to the Ω− invariant mass
distribution. Figure 1 shows the fitted results for Ω0

c

decays to (a) Ω−π+, (b) Ω−e+νe, and (c) Ω−µ+νµ. The
fitted results together with the corresponding detection
efficiencies are listed in Table I. The efficiencies are
computed on simulations and are then corrected to
take into account data/MC discrepancies in the particle
identifications (PID), where details will be explained
in the section dedicated to the systematic uncertainty
description. The significances of the Ω0

c → Ω−#+ν! are
both larger than 10σ. The significances are calculated
using

√

−2 ln(L0/Lmax), where L0 and Lmax are
the likelihoods of the fits without and with a signal
component, respectively.

Table I: List of the fitted signal yields and the corresponding
detection efficiencies with the particle identification correction
factors included. The last column gives the ratios of branching
fractions R = B(Ω0

c → Ω−!+ν")/B(Ω
0
c → Ω−π+). The

branching fractions of Ω−
→ ΛK and Λ → pπ− are not

included in the detection efficiencies. Quoted uncertainties
are statistical only.

channel signal yields detection efficiency R

Ω0
c → Ω−π+ 865.3 ± 35.3 17.87% ...

Ω0
c → Ω−e+νe 707.6 ± 37.7 7.40% 1.98 ± 0.13

Ω0
c → Ω−µ+νµ 367.9 ± 31.4 3.93% 1.94 ± 0.18

The Ω0
c semileptonic decay branching fraction ratios

are calculated using

B(Ω0
c → Ω−#+ν!)

B(Ω0
c → Ω−π+)

=
NΩ! · εΩπ

NΩπ · εΩ!
,

where N and ε are the fitted signal yields and detector

efficiency of the corresponding Ω0
c decay, respectively.

The calculated results are listed in Table I. Similarly,
we also obtain B(Ω0

c → Ω−e+νe)/B(Ω0
c → Ω−µ+νµ) =

1.02± 0.10. Here, the uncertainties are statistical only.
Several sources of systematic uncertainties contribute

to the measurement of the branching fraction ratios.
Using D∗+ → D0π+, D0 → K−π+, and J/ψ → ##
control samples, the efficiency ratios between data and
MC simulations are (95.4 ± 0.9)%, (98.2 ± 0.9)%, and
(98.7± 0.6)% for pion, electron, and muon, respectively.
The central values of the ratios are taken as efficiency
correction factors and the relative errors are taken as
systematic uncertainties, written as σPID in Table II.
The systematic uncertainties associated with tracking
efficiency and Ω− selection approximately cancel in
the branching fraction ratio measurements so that the
uncertainties on those are negligible. We estimate
the systematic uncertainties associated with the fitting
procedures (σfit) for Ω0

c → Ω−#+ν! and Ω0
c → Ω−π+

separately. For Ω0
c → Ω−#+ν! decays, we change the

bin width of the MΩ! spectra by ±5 MeV/c2, change
the Ω− mass sidebands from four to three times that
of the signal region, and take the relative differences of
the fitted signal yields as σfit: these are 1.0% for the
electron mode and muon mode. For Ω0

c → Ω−π+, we
estimate σfit by changing the range of the fit and the
order of the background polynomial, and take the relative
difference of the signal yields, 0.4%, as the systematic
uncertainty. For Ω0

c → Ω−π+, the xp distribution
is corrected with efficiencies bin by bin, and is fitted
with Peterson’s fragmentation function 1/(xp · (1− 1

xp

−
εp

1−xp

)2) [44]. The signal MC samples of all three

decay modes are generated with the fitted Peterson’s
fragmentation function, and the relative difference of the
detection efficiencies obtained by changing the fitted εp
by ±1σ are taken as the systematic uncertainty (σxp

),
which are 0.5%, 0.5%, and 2.1% for electron, muon, and
pion mode, respectively. For semileptonic decays, to

LFU Ratio in Ωc⁰→Ω⁻ℓ⁺νℓ @Belle
• EW coupling of gauge bosons flavour-independent in SM.


• LFU tensions in e.g.  (~3.1σ WA).


• NEW: First probe of LFU in Ωc.  

• Full Belle data set of 89.5 fb-1, 711 fb-1 and 121.1 fb-1 . 
                                 (10.52,     10.58     and 10.86 GeV)


• Measured  = 1.02 ± 0.10 ± 0.02 


• Consistent with LFU.

R(D(*)) =
BF(B → D(*)τντ)
BF(B → D(*)ℓνℓ)

BF(Ω0
c → Ω−e+νe)

BF(Ω0
c → Ω−μ+νμ)
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Reference mode: Ωc⁰→Ω⁻π⁺   



LFV in τ→ℓγ 
• Within the SM lepton flavour and total lepton numbers are conserved.


• Lepton flavour violation observed the neutral sector (𝞶 oscillation).


• Charged LFV can occur in SM through loops, e.g.


• Enhanced to ~10-10-10-7 in several theories → unambiguous NP signature.
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Figure 3. Distribution of ⇠ CM
⌧(tag),track(tag) for (a) ⌧± ! µ±� and (b) ⌧± ! e±� channels. Events

satisfying all selection criteria except for the ⇠ CM
⌧(tag),track(tag) requirement and Mbc 2 [1.73, 1.85]

GeV/c2 are plotted. The background MC samples are normalized to the cross section times inte-
grated luminosity of 988 fb�1. The blue histograms show the signal MC samples with an assumed
branching fractions B(⌧± ! `±�) = 2.0⇥ 10�6.

where ECM
beam =

p
s/2 and ~p CM

`� is the sum of the lepton and photon momenta in the CM
frame. Figure 4 shows the two-dimensional distribution of �E/

p
s vs. Mbc. The signal

events have Mbc ⇠ m⌧ and �E/
p
s ⇠ 0 and in order to select them, an elliptical region

around their expected values is adopted as follows:

(Mbc � µMbc)
2

(2�Mbc)
2

+
(�E/

p
s� µ�E/

p
s)

2

(2��E/
p
s)

2
< 1.0, (2.6)

�Mbc = 0.5(�high
Mbc

+ �low
Mbc

),

��E/
p
s = 0.5(�high

�E/
p
s
+ �low

�E/
p
s).

Here, �high/low
Mbc

and �high/low
�E/

p
s

are the widths on the higher/lower side of the peak obtained
by fitting the signal distribution to an asymmetric Gaussian function [5]. The estimated
resolutions are �high/low

Mbc
= 11.08±0.08/7.46±0.23 MeV/c2 and �high/low

�E/
p
s

= (5.6±0.4)/(4.2±

0.2) ⇥ 10�3 for ⌧± ! µ±� events, and �high/low
Mbc

= 11.55 ± 0.27/10.59 ± 0.19 MeV/c2 and
�high/low
�E/

p
s

= (6.1 ± 0.7)/(4.4 ± 0.3) ⇥ 10�3 for ⌧± ! e±� events. The mean values of the
signal distributions are µMbc = 1.78 MeV/c2 and µ�E/

p
s = �0.6 ⇥ 10�3 for ⌧± ! µ±�

events, and µMbc = 1.79 MeV/c2 and µ�E/
p
s = �1.0 ⇥ 10�3 for ⌧± ! e±� events. The

overall signal efficiency estimated using the above signal region is 3.7% for ⌧± ! µ±� and
2.9% for ⌧± ! e±�.

The most dominant background in the ⌧± ! µ±� (⌧± ! e±�) search arises from ⌧+⌧�

events decaying to ⌧± ! µ±⌫µ⌫⌧ (⌧± ! e±⌫e⌫⌧ ) with a photon coming from initial-state

– 6 –

New Measurement of τ→ℓγ @Belle
• Signal: Nℓ=1, Nγ=1 with 1-prong tag.


• Dominant background from accidental coincidences in 
 τ→ℓνν + γ and ee→ℓℓ + γ, γ=(ISR or beam background)


• Increased luminosity (535/fb→988/fb)


• New selection on angular variable 
(angle between τ-tag and tag track) 
related to missing energy of system

26
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JHEP 2110, 019 (2021
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Figure 4. Two-dimensional distributions of �E/
p
s vs. Mbc for (a) ⌧± ! µ±� and (b) ⌧± ! e±�

events. Black points are data, blue squares are ⌧± ! `±� signal MC events, and magenta ellipses
show the signal region used in this analysis (±2� region).

radiation or beam background. The µ+µ�� and e+e�� events are subdominant, with their
contributions falling below 5%. Other backgrounds such as two-photon and qq̄ are negligible
in the signal region.

3 Signal and background estimation

To estimate the number of events in the signal region, we perform an unbinned maximum-
likelihood fit with probability density functions (PDFs) depending on Mbc and �E/

p
s.

The likelihood function is defined in terms of the signal PDF (S), background PDF (B),
and the number of signal events (s) and background events (b) as

L =
e�(s+b)

N !

NY

i=1

(sSi + bBi), (3.1)

where N is the total number of observed events, i denotes the event index, and s and b are
the free parameters. The fit is performed to candidate events in the signal region defined by
Eq. (2.6). The signal PDF is obtained by smoothening the corresponding MC distribution
and the background PDF uses the function described below.

Since the distributions of Mbc and �E/
p
s are well modeled for the ⌧+⌧� and µ+µ�

background events, the corresponding PDFs are determined using MC simulation. The
PDFs of e+e�� events are extracted from the data by applying an electron identification
requirement, Le > 0.1, to the track in the tag side. This is the same approach as in the
previous publication [5]. Since Mbc and �E/

p
s are almost independent of each other, the

background PDF is written as

B(Mbc,�E/
p
s) = B(Mbc)⇥B(�E/

p
s). (3.2)

– 7 –

95% CL 𝛕→𝐞𝛄 𝛕→𝛍𝛄 Luminosity

Belle (2021) <5.6x10-8 <4.2x10-8 988 fb−1

BaBar <3.3x10-8 <4.4x10-8 516 fb-1

• Mu-channel improves previous limit set by BaBar.


• Could Belle II be competitive at LS1 luminosities?

Minv
ℓγ ( = E2

ℓγ − P2
ℓγ) ∼ Mτ

ΔE ( = ECM
ℓγ − ECM

beam) ∼ 0

• Unbinned maximum 
likelihood fit in 2D signal 
region centered in:

New Measurement of τ→ℓγ @Belle
JHEP 2110, 019 (2021



LFV B⁰→τℓ @Belle
• Can similarly occur at loop level in SM, but is enhanced in NP (e.g. leptoquarks) 


• Btag reconstructed hadronically, Y(4S)→ BtagBsig(→τℓ).

28

   
  R

es
ul

ts
 o

n 
LF

U
 a

nd
 L

V
F 

at
 B

el
le

 —
—

  H
ül

ya
 A

TM
A

C
A

N
 —

—
 S

U
S

Y 
20

21

Evidence of the decay 
B0Æηπ0

1CIPANP 2015

Bilas Pal, University of  Cincinnati
On behalf  of  the Belle Collaboration

Validation of the Analysis with the Control Sample B→D(*)π

!16

B0 → D− π+ B0 → D∗− π+

Nsig 2136.4± 71.1 2071.1 ± 73.9
εMC (1.69± 0.04)× 10−3 (1.55± 0.04)× 10−3

NBB̄ (771.581± 10.566)× 106 (771.581± 10.566)× 106

f00 0.486± 0.006 0.486± 0.006
Ctag 0.693± 0.045 0.700± 0.045
CπID 0.954± 0.020 0.950±±0.020

Table 16: The numbers needed to determine B(B0 → D(∗)− π+) using the full Belle data set.
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Figure 27: mmiss projection plot for B0 → D(∗)− π+ obtained by Belle data.

Mode World average This measurement Difference
B0 → D− π+ 2.52± 0.13 (stat+sys) 2.54± 0.11 (stat) 0.1σ
B0 → D∗− π+ 2.74± 0.13 (stat+sys) 2.67± 0.12 (stat) 0.4σ

Table 17: Result of the measurement of B (B0 → D(∗)− π+) and comparison with world average
(×10−3).

To study data and MC simulation differences we check the peak positions and resolutions272

of mmiss distribution. We define scale factor (σdata/σMC) and shift parameter (µdata − µMC) for273

B0 → D− π+ and B0 → D∗− π+. The scale factor is used to adjust the width of the core274

Gaussian used to model B0 → l±τ∓ signal PDFs and shift parameter is used to modify the mean275

41

• Applied the same event selection criteria used 
in B0→ τ µ .

Nsig 
B0 → D π   :  2136.4  ± 71.0 
B0 → D* π  :  2071.1 ± 74.0 

Figure 27 shows the missing mass distribution for data with fit result with signal and back-264

ground component. Table 17 summarizes the result of branching fractions of B0 → D(∗)− π+
265

in comparison with world average. Note that only the statistical uncertainty is assigned for this266

measurement. Our measurements differ by world average about 0.1σ and 0.4σ for B0 → D− π+
267

and B0 → D∗− π+, respectively268
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Figure 27: mmiss projection plot for B0 → D(∗)− π+ obtained by Belle data.

Mode World average This measurement Difference
B0 → D− π+ 2.52± 0.13 (stat+sys) 2.54± 0.11 (stat) 0.1σ
B0 → D∗− π+ 2.74± 0.13 (stat+sys) 2.67± 0.12 (stat) 0.4σ

Table 17: Result of the measurement of B (B0 → D(∗)− π+) and comparison with world average
(×10−3).

To study data and MC simulation differences we check the peak positions and resolutions269

of mmiss distribution. We define scale factor (σdata/σMC) and shift parameter (µdata − µMC) for270

B0 → D− π+ and B0 → D∗− π+. The scale factor is used to adjust the width of the core271

Gaussian used to model B0 → l±τ∓ signal PDFs and shift parameter is used to modify the mean272

of the same core Gaussian. In ideal case, the scale factor and the shift parameter are expected to273

be 1 and 0, respectively. In our measurement, the scale factors are 1.30± 0.04 for B0 → D− π+
274

and 1.15± 0.05 for B0 → D− π+ modes. We observe −2.0± 1.54 MeV/c2 shift in B0 → D− π+
275

and 0.6±1.44 MeV/c2 in B0 → D∗− π+ peak positions. These shifts are very small, especially for276

B0 → D∗− π+ mode the uncertainty is larger than the shift itself. Therefore, we won’t apply any277

mean shift correction for the B0 → D∗− π+ mode. Table 18 summarizes mean and sigma values278

of mmiss distributions and MC correction factors. The scale factors for both modes and the shift279
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Branching fraction x 10-3

Belle(preliminary)
Z

Ldt = 711fb�1
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Evidence of the decay 
B0Æηπ0

1CIPANP 2015

Bilas Pal, University of  Cincinnati
On behalf  of  the Belle Collaboration

Signal Efficiencies:  
B0 → D π : 1.0 x 10−3 
B0 → D*π : 1.0 x 10−3

• Use 4-momentum conservation to 
reconstruct τ kinematics → Mmiss 


• No τ reconstruction required.


• Validate by reconstructing B→D(*)π 
using the B→τμ selection. 
→ Good agreement with PDG.
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Evidence of the decay 
B0Æηπ0

1CIPANP 2015

Bilas Pal, University of  Cincinnati
On behalf  of  the Belle Collaboration

B0(d) → τ∓ ℓ±

!14

• Forbidden in the SM without neutrino oscillations, but in principle it can occur via  neutrino mixing. The 
rate is significantly below current and future experimental sensitivities (~10−40).  

(a) (b)

(c)

Figure 2: Feynman diagrams for the signal process via (a) Higgs mediated decay and (b) neutrino
oscillation. (c) represents one of the lepton flavor violating processes present in the Seesaw models.

1.3 Reconstruction Method

Over 95% of the time the Υ (4S) resonance decays into a pair of B mesons. A collection of the
tracks and clusters, recorded by the detector, are combined in order to fully reconstruct one of
the B mesons (only fully hadronic modes involving D or D∗ are considered). The combination of
particles with an energy closest to the nominal B energy, resulting from the given beam energy, is
chosen as the Btag candidate. The B selection criteria is detailed further in section 2.1.

Since the BB̄ pair’s center of mass is known from the beam energy measurements, the re-
construction of the Btag fully determines the signal B 4-vector. In particular, since the lepton is
monoenergetic and is at the kinematic endpoint of the signal decay, we are provided with a dis-
tinctive signature. Figure 3 illustrates this process and figure 4 shows a comparison of the lepton
momentum distributions in the signal B (Bsignal) rest frame and the Υ (4S) CM frame.

As shown in previous analyses utilizing the same technique (BAD#1303), the semiexclusive
reconstruction method is expected to give lower signal efficiencies than inclusive studies. While
this yields statistically-limited results, the high purity of the resulting sample and a strong signa-
ture for the signal would yield a high significance result if signal candidates were to be observed.
Furthermore, with the reconstruction we are better suited for dealing with the many decay modes
of the τ involving one or more neutrinos.

2 Data and Monte Carlo samples

Monte Carlo (MC) simulated samples are produced for both signal and background events. Addi-
tional cocktail samples, in which one B is required to decay in certain hadronic modes, are generated
to offer better statistics. The sample sizes, cross sections and corresponding luminosities for each
MC sample are shown in table 1.

2.1 Event Reconstruction

The events are analyzed using the BRecoilUser package of Analysis-32 (release 18.6.xx) in its
default configuration. The tags used with the BRecoilUser package are listed in table 2. The
BRecoilUser is a package configured for analyses with a reconstructed B, and retrieves required
event information from the BSemiExcl Skim in the Event Store. In R18b BSemiExcl skimmed

5

• NP models such as leptoquarks [Mod. Phys. Lett. A 33, 1850019 (2018)] or Higgs-mediation in supersymmetric 
seesaw models  [Phys. Lett. B 549, 159 (2002)] predict higher rates (~10−9 - 10−10). 


90 % C.L.
CLEO (9.6 M BB) 

Phys.Rev.Lett. 93, 241802 
(2004)

BABAR (378 M BB) 
Phys. Rev. D 77, 091104(R) 

(2008)

LHCb 
(3fb−1 of pp collisions)  
Phys. Rev. Lett. 123, 211801 

(2019) 

B(B(d)0 → τ∓ e±) < 1.3×10−4 < 2.8×10−5 −

B(B(d)0 → τ∓ µ±) < 3.8×10−5 < 2.2×10−5 < 1.2×10−5

p(ℓ)

p(Btag)

p(Bsig)

pmiss



LFV B⁰→τℓ @Belle
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• Unbinned extended maximum likelihood fit of Mmiss in 711 fb-1 of data.

6

for B0 → τ±µ∓ and Nsig = 0.3+8.8
−8.2 for B0 → τ±e∓.404

Both yields are consistent with zero. In the B0 → τ±µ∓
405

sample, we observe (17 ± 10) B0 → D−π+ events and406

(−2 ± 12) B0 → D∗−π+ events; these yields are consis-407

tent with expectations based on MC simulation.408
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FIG. 2. The Mmiss distributions of B0
→ τ±µ∓ (upper)

and B0
→ τ±e∓ (lower) candidates, along with projections

of the fit result. The black dots show the data, the dashed
red curve shows the background component, and the solid
blue curve shows the overall fit result. The dash-dotted green
curve shows the signal PDF, with a normalization correspond-
ing to a branching fraction of 10−4. In the upper plot, the
dotted brown curve shows the B0

→ D−π+ component. The
plots below the distributions show the residuals divided by
the errors (pulls).

409

410

V. UPPER LIMIT CALCULATION411

We calculate upper limits on Nsig and the branching412

fractions at 90% CL using a frequentist method. We413

first generate sets of MC-simulated events, with each set414

being equivalent to the Belle data sample. Both signal415

and background events are generated according to their416

respective PDFs. The number of background events gen-417

erated is equal to that obtained from the data fit. We418

vary the number of input signal events, and for each value419

we generate an ensemble of 10 000 data sets. We fit these420

data sets and calculate the fraction (fsig) that has a fit-421

ted signal yield less than that obtained from the Belle422

data (1.8 or 0.3 events). Our 90% CL upper limit on the423

number of signal events (NUL
sig ) is the number of input424

signal events that has fsig = 0.10. We convert NUL
sig to425

an upper limit on the branching fraction (BUL) via the426

formula427

BUL =
NUL

sig

2×NBB × f00 × ε
. (2)428

In this expression, NBB is the number of BB pairs;429

f00 = 0.486 ± 0.006 is the fraction that are B0B0 [23];430

and ε is the signal efficiency including tag-side branching431

fractions and reconstruction efficiencies.432

We include systematic uncertainties (discussed below)433

in BUL as follows. We divide all systematic uncertain-434

ties into two types (see Table II): those arising from the435

numerator of Eq. 2 (“additive” uncertainties), and those436

arising from the denominator of Eq. 2 (“multiplicative”437

uncertainties). Additive uncertainties arise from fitting438

for the signal yield, while multiplicative uncertainties cor-439

respond to the number of B decays reconstructed. We440

account for the latter when generating MC data sets in441

our frequentist procedure. The number of signal events442

is varied randomly around the nominal input value by443

the total multiplicative uncertainty. Subsequently, after444

fitting an MC data set, we adjust the fitted value Nsig445

by a value sampled from a Gaussian distribution with446

mean zero and a width equal to the total additive uncer-447

tainty. As a final step, to include possible fit bias, this448

value is shifted by an amount obtained by sampling a449

Gaussian distribution with a mean equal to the fit bias450

discussed earlier (the central value) and a width equal451

to the uncertainty in the bias. This final value is used452

when calculating fsig. The resulting upper limits for NUL
sig453

and BUL are listed in Table I. These values are the same454

as the upper limits expected based on MC (1.6 × 10−5
455

for both modes), reflecting good agreement between the456

background levels observed in data and the MC.457

TABLE I. Summary of the fit results for Nsig, and the result-
ing 90% CL upper limits NUL

sig and B
UL (see text).

Mode ε Nsig NUL
sig B

UL

(×10−4) (×10−5)

B0
→ τ±µ∓ 11.0 1.8+8.2

−7.6 12.4 1.5

B0
→ τ±e∓ 9.8 0.3+8.8

−8.2 11.6 1.6

6

for B0 → τ±µ∓ and Nsig = 0.3+8.8
−8.2 for B0 → τ±e∓.404

Both yields are consistent with zero. In the B0 → τ±µ∓
405

sample, we observe (17 ± 10) B0 → D−π+ events and406

(−2 ± 12) B0 → D∗−π+ events; these yields are consis-407

tent with expectations based on MC simulation.408
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FIG. 2. The Mmiss distributions of B0
→ τ±µ∓ (upper)

and B0
→ τ±e∓ (lower) candidates, along with projections

of the fit result. The black dots show the data, the dashed
red curve shows the background component, and the solid
blue curve shows the overall fit result. The dash-dotted green
curve shows the signal PDF, with a normalization correspond-
ing to a branching fraction of 10−4. In the upper plot, the
dotted brown curve shows the B0

→ D−π+ component. The
plots below the distributions show the residuals divided by
the errors (pulls).

409

410

V. UPPER LIMIT CALCULATION411

We calculate upper limits on Nsig and the branching412

fractions at 90% CL using a frequentist method. We413

first generate sets of MC-simulated events, with each set414

being equivalent to the Belle data sample. Both signal415

and background events are generated according to their416

respective PDFs. The number of background events gen-417

erated is equal to that obtained from the data fit. We418

vary the number of input signal events, and for each value419

we generate an ensemble of 10 000 data sets. We fit these420

data sets and calculate the fraction (fsig) that has a fit-421

ted signal yield less than that obtained from the Belle422

data (1.8 or 0.3 events). Our 90% CL upper limit on the423

number of signal events (NUL
sig ) is the number of input424

signal events that has fsig = 0.10. We convert NUL
sig to425

an upper limit on the branching fraction (BUL) via the426

formula427

BUL =
NUL

sig

2×NBB × f00 × ε
. (2)428

In this expression, NBB is the number of BB pairs;429

f00 = 0.486 ± 0.006 is the fraction that are B0B0 [23];430

and ε is the signal efficiency including tag-side branching431

fractions and reconstruction efficiencies.432

We include systematic uncertainties (discussed below)433

in BUL as follows. We divide all systematic uncertain-434

ties into two types (see Table II): those arising from the435

numerator of Eq. 2 (“additive” uncertainties), and those436

arising from the denominator of Eq. 2 (“multiplicative”437

uncertainties). Additive uncertainties arise from fitting438

for the signal yield, while multiplicative uncertainties cor-439

respond to the number of B decays reconstructed. We440

account for the latter when generating MC data sets in441

our frequentist procedure. The number of signal events442

is varied randomly around the nominal input value by443

the total multiplicative uncertainty. Subsequently, after444

fitting an MC data set, we adjust the fitted value Nsig445

by a value sampled from a Gaussian distribution with446

mean zero and a width equal to the total additive uncer-447

tainty. As a final step, to include possible fit bias, this448

value is shifted by an amount obtained by sampling a449

Gaussian distribution with a mean equal to the fit bias450

discussed earlier (the central value) and a width equal451

to the uncertainty in the bias. This final value is used452

when calculating fsig. The resulting upper limits for NUL
sig453

and BUL are listed in Table I. These values are the same454

as the upper limits expected based on MC (1.6 × 10−5
455

for both modes), reflecting good agreement between the456

background levels observed in data and the MC.457

TABLE I. Summary of the fit results for Nsig, and the result-
ing 90% CL upper limits NUL

sig and B
UL (see text).

Mode ε Nsig NUL
sig B

UL

(×10−4) (×10−5)

B0
→ τ±µ∓ 11.0 1.8+8.2

−7.6 12.4 1.5

B0
→ τ±e∓ 9.8 0.3+8.8

−8.2 11.6 1.6

B⁰→τμ B⁰→τe

• Upper limits of BF(B⁰→τμ)<1.5x10−5 and BF(B⁰→τe)<1.6x10−5 at 90%C.L.

PRD 104, L091105 (2021)

LHCb BF(B⁰→τμ)<1.2x10−5 world best



• Belle and Belle II offer a unique and fertile physics environment.


• Belle II with ~400 fb-1 LS1 data can already provide physics output on the level of its 
predecessors.


• Many more topics I wasn't able to cover:


• Electroweak penguin B decays (B→K*ℓℓ, B→Kνν, ...);


• Dark sector (e.g. Dark Higgsstrahlung, shown by Belle II at Moriond);


• Hadron spectroscopy at energies above Υ(4S);


• B⁰ lifetime and mixing measurements; and more.


• Expect more results to come soon.

Summary

30

(in backup)



BACKUP

31



• Hermetic detector offers unique opportunity to study this channel

• FCNC strongly suppressed -  SM expectation: (4.6±0.5)x10-6 

• New inclusive tagging approach. 

• Validated using B⁺→J/ψ(→μμ)K⁺

32

B→Kνν @Belle II

Measured: 1.9+1.6
−1.5 × 10−5

>3.5x better than hadronic tag, 
~20% better than semileptonic tag  
at similar luminosities.

PRL 127, 181802 (2021)



• Simultaneous fit in each Dalitz bin to extract CP observables (x±, y±)

33

φ3 (γ) @Belle+BelleII
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Figure 9. Per-bin yield asymmetries
�
N�

�i �N+
+i

�
/
�
N�

�i +N+
+i

�
in each Dalitz plot bin i for

B+ ! DK+ (top) and B+ ! D⇡+ (bottom) for the Belle (left) and Belle II (right) data sets. The
asymmetries produced in fits with independent bin yields are given with statistical error bars, and
the prediction from the best-combined-fit values of the (x, y) parameters is displayed with a solid
line. A dotted line depicts the anticipated asymmetries in a fit that does not allow for CP violation.

Source �xDK
+

�yDK
+

�xDK
�

�yDK
�

�xD⇡
⇠

�yD⇡
⇠

Input ci, si 0.22 0.55 0.23 0.67 0.73 0.82

PDF parametrisation 0.07 0.08 0.12 0.16 0.12 0.12

PID < 0.01 < 0.01 < 0.01 0.01 < 0.01 < 0.01

Peaking background 0.03 0.05 0.03 0.04 0.02 0.10

Fit bias 0.16 0.06 0.12 0.16 0.49 0.10

Bin migration < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 0.03

Total 0.18 0.11 0.17 0.23 0.51 0.19

Statistical 3.15 4.20 3.27 4.20 4.75 5.44

Table 3. Systematic uncertainty summary. All values are quoted in units of 10�2.

means the Dalitz plot densities of the two samples are different, which can lead to differing
levels of migration. Therefore, we generate samples of events including CP violation and
fit them with and without the effect of m2

± resolution included. The parameter values shift
less than 10�4 except for yD⇡

⇠ ; the full bias is treated as a systematic uncertainty on yD⇡
⇠ .

We assume that the values of Fi are the same for B+ ! D
�
K0

Sh
+h�

�
K+ and

B� !
�
K0

Sh
+h�

�
⇡+ decays. In principle a small difference exists due to the altered

– 19 –

• Misidentification rates fixed from 
previous fit.


•  extracted directly in data 
→ less reliant on simulation
Fi



34

B⁺→ρ⁺ρ⁰ @ Belle II

• Can access CKM angle φ₂ by combining 
measurements of B⁺→ρ⁺ρ⁰, B⁰→ρ⁰ρ⁰,B⁰→ρ⁺ρ⁻


• Direct CPV measurement only possible at B-factories

14

B+ → ρ+ρ0

Can access CKM angle  using combination of three decays: 
           

Measurements unique to Belle II. Need to measure direct  where  and  
are longitudinally polarised: 
• Longitudinal polarization fraction ( ) 
• Asymmetry in rate  and  ( )

ϕ2
B+ → ρ+(π+π0)ρ0(π+π−), B0 → ρ0ρ0, B+ → ρ+ρ−

CPV ρ+ ρ0

fL
B+ → ρ+ρ0 B− → ρ−ρ0 ACP

Analysis overview: 
•  suppression using multivariate algorithm output ( ) 
• 6D template fit using variables: Helicity angles, , dipion masses  

e+e− → qq̄ CS
CS, ΔE

Results:

• First measurement of  in  decays reported by Belle II
• Results show performance superior to early Belle results 

ACP B+ → ρ+ρ0

New for Moriond

 ACP = − 0.069 ± 0.068 ± 0.060
BF (10−6) = 23.2+2.2

−2.1 ± 2.7
fL = 0.943+0.035

−0.033 ± 0.027

New B+ æ fl+fl0
angular analysis

I Large background from e+e≠ æ uu, dd , cc , ss.

∆ Reduced with multavariate algorithm

I 6D template fit taking correlations into account

∆ Templates from MC, calibrated using control channels

I Instrumental asymmetry measured with D+ æ K 0

S fi+
:

∆ Adet = 0.0040 ± 0.0048

Result compatible with previous measurements:

ACP = ≠0.069 ± 0.068 (stat.) ± 0.060 (syst.)

B(B+ æ fl+fl0
) =

!
23.2+2.2

≠2.1 (stat.) ± 2.7 (syst.)
"

◊ 10
≠6

fL = 0.943
+0.035

≠0.033
(stat.) ± 0.027 (syst.)

World average: ACP = ≠0.05 ± 0.05

�E = Eú
B ≠ Eú

beam
[GeV]

cos ◊fl+

6 Moriond EW 2022 Thibaud Humair

Preliminary @Moriond



Lepton Flavor Universality
• EW coupling of gauge bosons is expected to be flavour-independent.


• Hints of LFU violation in charged 
current decays, e.g.: 
 




• World averaged tension of ~3.1σ .

R(D(*)) =
BF(B → D(*)τντ)
BF(B → D(*)ℓνℓ)

35
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Model Reference τ→μγ τ→μμμ

SM+ ν oscillations EPJ C8 (1999) 513 10-40 10-14

SM+ heavy Maj νR PRD 66 (2002) 034008 10-9 10-10

Non-universal Z’ PLB 547 (2002) 252 10-9 10-8

SUSY SO(10) PRD 68 (2003) 033012 10-8 10-10

mSUGRA+seesaw PRD 66 (2002) 115013 10-7 10-9

SUSY Higgs PLB 566 (2003) 217 10-10 10-7

τ LFV Theory Predictions


