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We present a measurement of the branching fraction of Bþ → τþντ decays using 387� 6 × 106 ϒð4SÞ
collectedbetween2019and2022with theBelle IIdetectorat theSuperKEKBeþe− collider.Wereconstruct the
accompanying B− meson using the hadronic tagging method, while Bþ → τþντ candidates are identified in
the recoil. We find evidence for Bþ → τþντ decays at 3.0 standard deviations, including systematic
uncertainties.Themeasuredbranchingfraction isBðBþ → τþντÞ ¼ ½1.24� 0.41ðstatÞ � 0.19ðsystÞ� × 10−4.
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I. INTRODUCTION

The leptonic decay Bþ → τþντ [1] is a process with a
clean theoretical prediction in the standard model (SM) and
is potentially sensitive to contributions from beyond-the-
standard-model (BSM) physics. In the SM, the branching
fraction is given by

BðBþ → τþντÞ ¼
G2

FmBm2
τ

8π

�
1 −

m2
τ

m2
B

�
2

f2BjVubj2τB; ð1Þ

whereGF is the Fermi coupling constant,mB andmτ are the
masses of the charged Bþ meson and the τ lepton,
respectively, fB is the Bþ meson decay constant, Vub is
the Cabibbo-Kobayashi-Maskawa (CKM) matrix element
related to u and b quarks, and τB the lifetime of the Bþ
meson. All of the quantities in Eq. (1) are measured
experimentally [2] except for fB, which is determined
from lattice quantum chromodynamics (LQCD) simula-
tions [3].
Assuming the SM and the precise calculation of fB from

LQCD, the Bþ → τþντ decay mode provides a direct
measurement of the CKM matrix element jVubj that is
independent of exclusive and inclusive semileptonic B →
Xulνl decays, which are typically studied for this purpose
[4]. Moreover, in leptonic decays, the theoretical uncer-
tainty will not be a limiting factor soon; the FLAG working
group estimates an uncertainty below 1% [3]. The Bþ →
τþντ decay is sensitive to BSM contributions, such as those
predicted by models like the two Higgs doublet model
[5–7], or various supersymmetric extensions of the SM
[8,9]. In these models the branching fraction of the Bþ →
τþντ decay can be enhanced (or suppressed) by a factor up
to 4 [10], taking into account experimental constraints from
previous measurements. Therefore, a precise measurement

of the branching fraction can also be used to constrain the
parameter space of these models.
Belle and BABAR measured BðBþ → τþντÞ reconstruct-

ing the accompanying B− meson in hadronic decays
[11,12] or semileptonic decays [13,14]. Table I shows past
measurements and the current world average.
The measurement described in this paper is based on data

collected by the Belle II experiment at the SuperKEKB
electron-positron collider between 2019 and 2022 and has
an integrated luminosity of 365.4� 1.7 fb−1 [15], corre-
sponding to a number of produced ϒð4SÞ estimated to be
nϒð4SÞ ¼ ð387� 6Þ × 106. In addition, we use 42.3 fb−1 of
data collected at the slightly lower center-of-mass energy of
10.52 GeV (off resonance) to calibrate the background
from continuum eþe− → qq̄ (where q ¼ u, d, s, c) and
eþe− → τþτ− events in a data-driven way. A B− meson is
fully reconstructed in an exclusive hadronic decay (Btag)
and the remaining charged-particle trajectories (tracks) and
neutral energy deposits in the calorimeter (clusters) are
examined for the signature of a Bþ → τþντ decay (Bsig).
We consider four τþ decays with a single charged particle
in the final state: τþ → eþ νe ν̄τ, τþ → μþ νμ ν̄τ, τþ → πþ

ν̄τ, and τþ → ρþ ν̄τ channels, where ρ is the ρð770Þ. These
modes account for approximately 72% of all τ decays [2].
Each mode is treated as a distinct signal category. We
define a set of selection requirements to suppress the
backgrounds for which either the Btag or the Bsig are
misidentified. We optimize the signal selection on simu-
lation, which is corrected and validated on several control
samples. We extract the branching fraction using a simul-
taneous two-dimensional maximum likelihood fit to two
discriminating variables, the residual energy in the electro-
magnetic calorimeter not associated with the reconstructed
BþB− pair, and the missing mass squared of the event.

II. BELLE II DETECTOR AND SIMULATION

The Belle II experiment [16] is located at the
SuperKEKB accelerator [17], which collides 7 GeV elec-
trons and 4 GeV positrons at and near theϒð4SÞ resonance.
The Belle II detector [16] has a cylindrical geometry
arranged around the interaction point (IP), which is
enclosed by a beryllium beam pipe with an inner radius
of 1 cm, and includes a two-layer silicon-pixel detector
(PXD) surrounded by a four-layer double-sided silicon-
strip detector (SVD) [18] and a 56-layer central drift

TABLE I. Published results for BðBþ → τþντÞ by Belle,
BABAR, and the PDG average.

Experiment Tag Bð10−4Þ
Belle [12] Hadronic 0.72þ0.27

−0.25 � 0.11
BABAR [11] Hadronic 1.83þ0.53

−0.49 � 0.24
Belle [13] Semileptonic 1.25� 0.28� 0.27
BABAR [14] Semileptonic 1.7� 0.8� 0.2
PDG [2] 1.09� 0.24

I. ADACHI et al. PHYS. REV. D 112, 072002 (2025)

072002-2

https://doi.org/10.1103/dcwd-5tg4
https://doi.org/10.1103/dcwd-5tg4


chamber (CDC). These detectors reconstruct tracks of
charged particles. In this work, we analyze the data for
the period when only one-sixth of the second layer of the
PXD was installed. Surrounding the CDC, which also
provides ionization-energy-loss measurements, is a time-
of-propagation counter (TOP) [19] in the central region and
an aerogel-based ring-imaging Cherenkov counter
(ARICH) in the forward end cap region. These detectors
provide charged-particle identification (PID). Surrounding
the TOP and ARICH is an electromagnetic calorimeter
(ECL) based on CsI(Tl) crystals that primarily provide
energy and timing measurements for photons and electrons.
Outside of the ECL is a superconducting solenoid magnet,
which provides an axial magnetic field of 1.5 T. A K0

L and
muon identification system is located outside of the magnet
and consists of flux-return iron plates interspersed with
resistive plate chambers and plastic scintillators. The
central axis of the solenoid defines the z axis of the
laboratory frame, pointing approximately in the direction
of the electron beam.
We use Monte Carlo (MC) simulated events to optimize

selection criteria, calculate reconstruction efficiencies, and
study sources of background. The BB̄ samples are gen-
erated with EvtGen [20]. Continuum eþe− → qq̄ (q ¼ u, d,
s, c) and eþe− → τþτ− events are generated with KKMC

[21]. The fragmentation of qq̄ uses PYTHIA8 [22], and τ
decays are simulated by TAUOLA [23]. Final-state radiation
is simulated by PHOTOS [24,25]. Geant4 [26] is used to
simulate the detector response to the passage of particles.
For the simulated signal, we produce 4 × 107 events, in
which one B meson decays exclusively to the Bþ → τþντ
final state, and the other B meson decays generically.
For the BB̄, qq̄, and τþτ− backgrounds we use simulated

samples with equivalent integrated luminosities of 2.8, 1,
and 0.6 ab−1, respectively. Both experimental and simu-
lated data are processed using the Belle II analysis software
framework [27].

III. RECONSTRUCTION AND
EVENT SELECTION

To consider an event for further analysis we require the
reconstruction of three or more tracks, each with an impact
parameter with respect to the IP of less than 2 cm along the z
axis and0.5cm in the transversedirection; threeormoreECL
clusterswithE > 100 MeVandwithin theCDCacceptance;
aminimumtransversemomentumof100 MeV=c for eachof
the charged particles; and a total energy of reconstructed
tracks and ECL clusters greater than 4 GeV.
Simulation samples and data are then passed through the

full event interpretation (FEI) [28], a hierarchical multi-
variate algorithm that fully reconstructs the Btag in thou-
sands of possible decay chains. The output of the FEI
algorithm for each event is a set of reconstructed Btag

candidates with an associated score (OFEI); the higher the

OFEI, the higher the expected purity of the candidate. We
require OFEI > 0.001 and the resulting fraction of ϒð4SÞ
events with a correctly reconstructed charged Btag candi-
date is estimated from simulations to be approximately
0.30% with a purity of 29% [29]. The average Btag

candidate multiplicity in signal events is 1.02. We retain
one Btag candidate per event, choosing the candidate with
the highest value of OFEI.
We use two kinematic variables to discriminate between

events with a correctly reconstructed Btag candidate and
misreconstructed events: the beam-energy-constrained

mass Mbc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðE�

beamÞ2=c4 − jp⃗�
tagj2=c2

q
and the energy

difference ΔE ¼ E�
tag − E�

beam, where p⃗�
tag (E�

tag) is the
reconstructed momentum (energy) of the Btag and E�

beam
is the beam energy, all evaluated in the center of
mass (c.m.) frame. We require Mbc > 5.27 GeV=c2

and −0.15 < ΔE < 0.1 GeV.
The Bsig is reconstructed from all the remaining tracks

and neutral objects (ECL clusters with no tracks associated)
not used to reconstruct the Btag. We consider four different
signal categories identifying the following final states:
τþ → eþ νe ν̄τ, τþ → μþ νμ ν̄τ, τþ → πþ ν̄τ, and τþ →
ρþ ν̄τ. For this purpose, in addition to the tracks associated
with the Btag, we require only one other track in the event,
with a charge opposite to the Btag charge and a momentum
p > 0.5 GeV=c. The PID criteria to distinguish between
electron, muon, and pion hypotheses are based on multi-
variate classifiers that utilize information from all subde-
tectors. This information is combined into a boosted
decision tree for electrons or a likelihood function for
muons and pions. The likelihoods for the pion or muon
hypotheses combine PID information from all subdetectors
except the SVD and the PXD. From simulation, we
estimate that PID selection criteria identify electrons,
muons, and pions with efficiencies of 99%, 82%, and
97%; and that, respectively, 1%, 5%, and 3% of the selected
samples are incorrectly identified. The selection criteria are
mutually exclusive: each charged candidate is exclusively
identified as electron or muon or pion. A bremsstrahlung
correction in the τþ → eþ νe ν̄τ decay mode is applied: the
four-momentum of the electron candidates is corrected by
adding the four-momenta of photons with an energy below
1.0 GeV within a cone of 0.05 rad around the electron-
momentum vector. From pairs of ECL clusters not used to
reconstruct Btag, we reconstruct π0 → γγ candidates. We
require these candidates to have an invariant mass in the
range 120 < mγγ < 145 MeV=c2, which corresponds to
approximately �1σ of the mass resolution. The π0 candi-
dates are combined with the πþ candidate to form ρþ

candidate. If the ρþ candidate has a reconstructed invariant
mass within 625 < mπþπ0 < 925 MeV=c2, the Bsig is
assigned to the τþ → ρþ ν̄τ category. Otherwise, the event
is assigned to the τþ → πþ ν̄τ category. If multiple ρþ
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candidates are reconstructed, we choose the one closest to
the ρþ mass [2].
Any cluster in theECLnot associatedwith theBtag norwith

the Bsig is subjected to a procedure that rejects the clusters
from beam-induced backgrounds, the interaction of hadronic
particles with detector material (hadronic split-off showers),
and neutral hadrons. The procedure uses two different
multivariate classifiers, trained on a B0 → D�− lþ νl data
control sample as described in [30]. All the objects refined by
this clean-up procedure represent the rest of the event (ROE).
The two most discriminating observables based on the

ROE are the total residual energy from neutral clusters in
the ECL (Eextra

ECL ) and the square of missing four-momentum
(M2

miss) calculated using the known beam energies and all
the reconstructed objects,

p�
miss ¼ ð2E�

beam; 0; 0; 0Þ − p�
tag − p�

sig − p�
ROE; ð2Þ

where p�
tag, p�

sig, p
�
ROE are, respectively, the Btag, the signal

candidate, and the ROE objects four-momenta in the
c.m. frame.

We suppress continuum eþe− → qq̄ and eþe− → τþτ−

backgrounds by applying a loose selection on two event-
shape variables. The first variable, cos θT, is the cosine of
the angle between the thrust axis of the Btag and the thrust
axis of its recoil. The thrust axis is defined as the unit vector
t̂ that maximizes the thrust value

P jt̂ · p⃗�
i j=

P jp⃗�
i j where

p⃗�
i is the momentum of the ith final-state particle in the

eþe− c.m. frame [31,32]. This variable discriminates
between signal and background because BB̄ events have
an approximately uniform distribution, while continuum
events consist of two back-to-back jets in the c.m. frame.
The second variable is the ratio of Fox-Wolfram moments
R2 [33], which measures the degree of sphericity of the
event with lower values for BB̄ events and higher values for
continuum events. We require j cos θTj < 0.9 and R2 < 0.6,
selecting 73% of the signal and rejecting 66% of the qq̄ and
99% of the τþτ− background events.
After these loose requirements, the remaining continuum

events are still a significant fraction of the total background,
especially for the hadronic modes τþ → πþ ν̄τ and τþ →
ρþ ν̄τ, and need further suppression. Since there are no BB̄
events in the off-resonance sample, we use it to estimate the

FIG. 1. Distributions of j cos θTj (top) andMbc (bottom) in off-resonance data and continuum simulation before (left) and after (right)
the continuum MC reweighting. The τþτ− component is negligible after the requirement on R2.
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expected yield of the continuum background. Due to the
lower statistics of the off-resonance sample after the signal
selection procedure, we use simulation instead to describe
the shapes of all variables for continuum events.
Nevertheless, comparing simulation and off-resonance data
we observe that continuum simulation does not adequately
reproduce the shapes of many variables, as can be seen, for
example, in Fig. 1 (left plots). We correct this mismodeling
of the shapes by reweighting the simulation using the off-
resonance data. We employ a fast boosted decision tree
(FBDT) classifier [34] using the event-shape variables
described in [35]. We use a simulated sample of continuum
events and off-resonance data, which both correspond to
5 × 104 events, for training and validation. The weight wi

CR

for each event in simulation is defined as

wi
CR ¼

Oi
CR

1 −Oi
CR

ð3Þ

where Oi
CR is the output of the classifier for the event i

[36,37]. Figure 1 shows the effect of the continuum
reweighting on the simulated events for the j cos θTj and
Mbc distributions.
To further suppress continuum, simulated BB̄ and

reweighted continuum events are used to train another
FBDT, based on event-shape variables described in [35].
Themost discriminatingvariables are the super-Fox-Wolfram
moments and the harmonic moments Bl ¼

P
iðpi=

ffiffiffi
s

p Þ×
Plðcos αiÞ, wherePl is theLegendre polynomial of order l,pi
is themomentumof theparticle i, andαi is theangle calculated
with respect to the thrust axis of the Btag recoil, as defined in
[33]. As the leptonic and hadronic τþ channel inputs differ
slightly, we train two independent FBDTs. To avoid bias, we
use the classifier on simulated samples of continuum and
simulated samples of BB̄ of the same size (105 events) for
training and validation.
Finally, we exploit the following variables to further

suppress backgrounds: OFEI, the output of the continuum
suppression FBDT OCS, and the momentum of the recon-
structed daughters of the τþ (eþ, μþ, πþ, and ρþ) in the
laboratory frame pcand. More stringent requirements on
OFEI improve the purity of the Btag reconstruction; OCS is
used for discrimination against continuum, especially
necessary for hadronic τþ decay modes; a tight requirement
on pcand is effective to suppress BB̄ background for
hadronic modes produced in τþ two-body decays. We
optimize the selection requirements independently for each
channel to minimize the expected statistical uncertainty of
signal yields. The signal yields are fitted (as explained in
Sec. V) on pseudodatasets generated from signal and
background simulations, assuming a signal branching
fraction BðBþ → τþντÞPDG and integrated luminosity as
in data. Table II shows the optimized selection.

IV. CALIBRATION AND MODEL VALIDATION

In this section, we discuss the efficiency correction
for the signal and the BB̄ simulations and Eextra

ECL calibration
and validation using several control samples and signal
sidebands.

A. Efficiency correction

We determine the hadronic FEI reconstruction efficiency
from simulation and then we correct it with a data-driven
procedure using two data control samples. For the first one,
we examine the recoil of the Btag to select a sample of
inclusive semileptonic decays Bþ → Xlþ νl, requiring the
reconstruction of a high energy electron or muon. The
details of the procedure are discussed elsewhere [29]. A
second sample is selected requiring the presence of a
hadronic decay Bþ → D̄ð�Þ0 πþ, searching for the D̄ð�Þ0
resonance in the πþ recoil. The corrections to the Btag

reconstruction efficiency extracted from the hadronic sam-
ple are consistent with those from the semileptonic sample
we use a combination of the correction factors from the two
samples. The correction factors, obtained by comparing the
yields in data and simulation, depend on the Btag decay
mode and vary between 0.6 and 1.1.
Additional corrections are applied to account for mis-

modeling in simulation of PID efficiencies and misidenti-
fication probabilities. They are evaluated by comparing
data and simulation on pure samples of electrons and
muons from an inclusive sample of J=ψ → lþl− decays
and low multiplicity processes eþe− → lþl− (γ) and
eþe− → eþe− lþl−. To calibrate the charged pion iden-
tification we use a sample of pions from inclusive decays of
K0

S → πþπ−, D�þ → D0 πþ, and Λ0 → p π−. The correc-
tion factors depend on the momentum and polar angle of
the tracks. Finally, a photon efficiency correction is applied
to the ECL clusters in the ROE using a random removal
algorithm, since photon reconstruction efficiency in data is
always slightly smaller than photon reconstruction effi-
ciency in simulation. A photon in MC is excluded from the
reconstruction with a probability 1 − ω, where ω is the ratio
of photon reconstruction efficiency in data and in simu-
lation. To do so, we generate a repeatable random sequence
of values between zero and one, and a given photon is
removed if the corresponding random value is greater than
ω. The ω ratios, which vary between 0.8 and 1.0, are

TABLE II. Optimized signal selection. ϵ is the efficiency for a
Bþ → τþντ event to be reconstructed in each signal category.

Signal category OFEI OCS pcand (GeV=c) ϵ (10−4)

eþ

> 0.01

< 0.8
> 0.5

7.3
μþ < 0.6 7.6
πþ < 0.6 > 1.4 3.4
ρþ < 0.7 > 1.65 3.1
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extracted from data and simulation samples of eþe− →
μþμ− γ events as a function of missing momentum and its
angular direction (θ,ϕ) as shown in [38].

B. Clusters multiplicity calibration

After applying all the efficiency corrections, the shapes
of the Eextra

ECL distribution in data and in simulation are
slightly different. The discrepancy is found to be related to
an incorrect modeling of the multiplicity of extra neutral
clusters (nγextra). Figures 2(a) and 2(b) show nγextra and
Eextra
ECL distributions. Figures 2(c) and 2(d) show, as an

example, Eextra
ECL distributions for nγextra ¼ 3 and

nγextra ¼ 5, with the number of events in simulation scaled
to data, in order to test that Eextra

ECL shapes agree at fixed
multiplicity nγextra. The agreement is good at any fixed
nγextra (see Appendix A for the complete set of plots).
Therefore, we conclude that simulation approximately
models the Eextra

ECL distribution in each multiplicity bin,
while the expected normalization differs with respect to
data by a few percent up to 20%. In order to correct the

simulation expectation to match the data, we determine a
bin-by-bin correction of nγextra from three control samples.
The first sample, referred to as the extra-tracks sample, is
obtained by requiring two or more tracks in the ROE
coming from the IP and with momenta less than 0.5 GeV.
The corrections to nγextra from the extra-tracks sample are
used to reweight the BB̄ background simulation. For the
second sample, we reconstruct a Bþ → D̄�0 lþ νl decay
recoiling against the hadronic Btag, and the resulting
corrections are used to reweight the signal simulation for
leptonic modes. The third sample is obtained by recon-
structing two nonoverlapping hadronic tag B mesons
with opposite charges in the event (double tag); this
sample is used to reweight the signal simulation for
hadronic modes. Typical correction factors vary between
0.8 and 1.2. Each control sample is discussed in detail in
Appendix A.
This correction significantly improves the agreement

between data and simulation. The residual systematic
discrepancy in the Eextra

ECL distribution is due to the limited
sizes of the control and simulation samples used to derive

FIG. 2. First row: distributions of nγextra (a) and Eextra
ECL (b) in data and simulation for Eextra

ECL < 1 GeV. Second row: distributions of Eextra
ECL

with nγextra ¼ 3 (c) and nγextra ¼ 5 (d). The number of events in simulation is scaled to the data for (c) and (d) to compare the shapes. The
Bþ → τþντ signal events are a small component of the full sample.
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the correction. We describe the evaluation of the associated
systematic uncertainty in Sec. VII.
We validate the procedure by comparing the reweighted

MC distributions with data in the following sidebands:
Eextra
ECL sideband, requiring Eextra

ECL > 500 MeV; Mbc side-
band, requiring Mbc < 5.26 GeV=c2; M2

miss sideband (lep-
tons only), requiring M2

miss < 4 GeV2=c4; pcand sideband
(hadrons only), requiring pcand < 1.2 GeV=c. In all cases,
we find good agreement between MC simulation and data.
Figure 3 shows nγextra and Eextra

ECL distributions after applying
the corrections.

V. SIGNAL EXTRACTION

We use the Eextra
ECL and M2

miss variables to discriminate
between signal and background: signal events are charac-
terized by low Eextra

ECL and large M2
miss. The signal contains

two or three neutrinos for the hadronic and leptonic final
states, respectively. These neutrinos produce a significant
M2

miss that follows a broader distribution than background
processes. The additional neutrino in the leptonic final
states leads to a larger value of M2

miss on average compared
to the hadronic modes. We exploit this behavior and the
correlations by combining the Eextra

ECL andM2
miss distributions

in a single two-dimensional binned probability density
function (PDF).
We extract the branching fraction BðBþ → τþντÞ from a

simultaneous binned maximum likelihood fit to all the four
τþ categories. The PDFs are two-dimensional (2D) histo-
grams of M2

miss and Eextra
ECL with 10 × 10 uniform binning,

with−10 < M2
miss < 26 GeV2=c4 and 0 ≤ Eextra

ECL < 1 GeV.
Figure4 shows the2DhistogramPDFsofEextra

ECL andM
2
miss for

signal and background in the τþ → eþ νe ν̄τ channel (left
plots) (similar for the τþ → μþ νμ ν̄τ channel) and in the

τþ → πþ ν̄τ (right plots) (similar for the τþ → ρþ ν̄τ
channel).
We float five parameters in the fit: the common branch-

ing fraction BðBþ → τþντÞ and the total background yield
for each of the four decay modes nb;k, with k ¼ eþ; μþ; πþ;
or ρþ. The signal yields ns;k are not free parameters but
depend on the common floating fit parameter
BðBþ → τþντÞ and fixed quantities as follows:

ns;k ¼ 2nBþB− × ϵk × BðBþ → τþντÞ ð4Þ

with nBþB− ¼ nϒð4SÞfþ−, where fþ− ¼ 0.5113þ0.0073
−0.0108 is the

branching fraction Bðϒð4SÞ → BþB−Þ estimated in [4]; ϵk
is the efficiency to reconstruct in the category k a Bþ →
τþντ decay (for any kind of real τ decay). The efficiencies
ϵk, estimated in simulation and corrected for MC simulated
data mismodeling, are shown in Table II. Table III shows
the composition of each reconstructed τþ decay in terms of
decay mode. The table shows the relevant sizes of the cross
feed contributions. The other component is mostly

FIG. 3. Distributions of nγextra (left) and Eextra
ECL (right) in data and simulation for Eextra

ECL < 1 GeV after applying the nγextra calibration.

TABLE III. Composition of each reconstructed τþ decay from
Bþ → τþντ in terms of decay mode. The row denotes the
reconstructed final state, and the columns represent the generated
decay mode. The off-diagonal entries reflect the amount of cross
feed between channels.

Reco

True eþ (%) μþ (%) πþ (%) ρþ (%) Other (%)

eþ 97 0.1 0.1 0 2.8
μþ 0 87 0.9 0.1 12
πþ 0.1 3.3 55.7 16 24.9
ρþ 0.4 4.5 27.8 61.2 6.1
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multipion modes like τþ → πþ π0 π0 ν̄τ and τþ → πþ πþ
π− ν̄τ, where the additional pions are not reconstructed.
Since in the fit we use templates from simulation that
also include those modes and relative branching frac-
tions this is completely taken into account in the final
result.

VI. FIT RESULT

Performing the fit to the data we obtain

BðBþ → τþντÞ ¼ ð1.24� 0.41Þ × 10−4; ð5Þ

where the uncertainty is statistical only (stat.).
In order to check the goodness of fit, we generate

pseudodatasets from the simulated distributions and repeat
the fit on the obtained pseudodata. We observe that the χ2

values obtained in pseudodata are worse than the χ2

obtained in data for 11% of the cases. The χ2 is defined as

χ2 ¼
X100
i¼1

ðni − θiÞ2
σ2ni þ σ2θi

; ð6Þ

where the sum runs over the 100 bins of the distribution.
Here, ni represents the content of bin i in the pseudodata
distribution, and θi is the corresponding value from
the simulation. The terms σni and σθi denote the
statistical uncertainties on the pseudodata and simulation,
respectively.
In Fig. 5 we show the projections of the fit for Eextra

ECL
and M2

miss distributions (in Appendix B we show the
same projections for each τþ category). The comparison
of fitted background yields with respect to MC simu-
lation expectation is shown in Table IV. Table V shows
BðBþ → τþντÞ obtained by fitting simultaneously the
four τþ categories and fitting each category independ-
ently from each other.

FIG. 4. Two-dimensional PDFs of Eextra
ECL and M2

miss from simulation for signal (top) and background (bottom) in the τþ → eþ νe ν̄τ
channel (left) (similar for the τþ → μþ νμ ν̄τ channel) and in the τþ → πþ ν̄τ (right) (similar for the τþ → ρþ ν̄τ channel). The color
represents the PDF probability in each bin.

I. ADACHI et al. PHYS. REV. D 112, 072002 (2025)

072002-8



FIG. 5. First row: distributions of Eextra
ECL (left) and M2

miss (right) with the fit results superimposed. The signal MC simulated data are
scaled by a factor of 30 to make it visible. Second row: distributions of Eextra

ECL with the fit results superimposed for the leptonic channels
in the signal enriched region M2

miss > 10 GeV2=c4. Third row: distributions of Eextra
ECL with the fit results superimposed for the hadronic

channels in the signal enriched region M2
miss > 0.8 GeV2=c4.
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VII. SYSTEMATIC UNCERTAINTIES

The main systematic uncertainties affecting the meas-
urement are listed in Table VI. When uncertainties do not
affect the signal yields, they are propagated directly to the
branching fraction, as in the case of the number of ϒð4SÞ,
the fraction of BþB− pairs (symmetrizing the uncertainty to
be fþ− ¼ 0.5113� 0.0108 since it is not a dominant
uncertainty), and the uncertainty on the tracking efficiency
of the signal charged particle. Otherwise, the effect on the
final result is estimated by varying the assumed quantity
according to its uncertainty and propagating the effect to
the PDF shapes, generating in this way a set of alternative
PDFs. The fit is repeated with all the alternative templates,
and the standard deviation of the fitted BðBþ → τþντÞ
values is taken as the corresponding systematic uncertainty.
We evaluate the systematic uncertainty related to sim-

ulation statistics by fluctuating the bin contents of the 2D
histogram PDFs 200 times, varying the bin content accord-
ing to MC statistical uncertainties, and assuming a Poisson
distribution. We obtain an uncertainty of 13.3%.
To evaluate the systematic corrections to the nγextra

multiplicity we vary the bin-by-bin correction by applying
100 Gaussian variations, taking the variance from the
corrections obtained from control studies. The resulting
PDFs are used to repeat the fit. The standard deviation of
the fit results is 5.5%, which is taken as a systematic
uncertainty.
As a consistency check,we fit using distributions ofnγextra

derived from data instead of those derived from simulated
samples.We obtain a 2.4% relative differencewith respect to
the nominal result. This difference is negligible with respect
to the largest systematic uncertainties, which arise from the
simulated data sample size statistics and PDF corrections.

To account for possible discrepancies between data and
simulation due to the branching fractions of the B and D
decays used in the MC simulation, we apply 50 Gaussian
variations to those branching fractions, with the variance set
to the uncertainty of the latest PDG world average [2]. For
poorly measured B decay modes present in the background
simulation, we conservatively vary their branching frac-
tions by 100%. Similarly, for poorly measured D decays,
we group inclusive decay modes, e.g.,D → K0

L X, and vary
their total branching fraction by 100%. The branching
fractions of τ decays are known with high precision, and
their uncertainties have a negligible impact. Repeating the
fit with the modified MC samples, we obtain a 4.1%
systematic uncertainty.
The Btag reconstruction efficiency is calibrated with

the Bþ → Xlþνl and Bþ → D̄0ð�Þπþ control samples.
We generate 20 alternative sets of calibration factors from
the covariance matrix of the nominal ones. Repeating the
fit with the alternative corrections, we observe a 2.2%
standard deviation in the fit results, which is taken as a
systematic uncertainty.
The limited size of the off-resonance sample affects the

reweighting of the continuum MC simulated data.
Applying a bootstrapping procedure and resampling the
training and test samples of the FBDT, we obtain 50
different sets of reweighting factors. Repeating the fit with
this change we observe a standard deviation of 1.9% in the
fit results, which is taken as a systematic uncertainty.
Events with a pion in the final state are assigned to the ρ

(π) category if a π0 is (is not) found to come from a ρþ →
πþπ0 decay. Therefore, mismodeling of the π0

reconstruction efficiency would affect only hadronic τþ
decays. We study the data and MC simulation agreement
for the π0 efficiency using D�0ð→ D0π0Þπþ and D0 →
K−πþðπ0Þ decays for π0 momenta in the range [0.05, 0.20]

TABLE IV. Observed and expected values of the background
yields in the fit. The expected values are estimated from a
simulation corresponding to an integrated luminosity of 365 fb−1.

Parameter Observed value Expected value

nb;eþ 4907� 71 4846� 24

nb;μþ 4620� 69 4493� 24

nb;πþ 454� 22 461� 9

nb;ρþ 772� 28 811� 11

TABLE V. Observed values of the signal yields and branching
fractions, obtained from single fits for each τþ decay mode and
the simultaneous fit.

Decay mode ns Bð10−4Þ
Simultaneous 94� 31 1.24� 0.41
eþ νe ν̄τ 13� 16 0.51� 0.63
μþ νμ ν̄τ 40� 20 1.67� 0.83
πþ ν̄τ 31� 13 2.28� 0.93
ρþ ν̄τ 6� 25 0.42� 1.82

TABLE VI. Summary of systematic uncertainties ðsystÞ on the
fitted branching fraction presented as relative uncertainties. The
effect of each source is evaluated in the simultaneous fit of
the four signal modes. The last three sources do not affect the
signal yields.

Source Syst (%)

Simulation statistics 13.3
Fit variable PDF corrections 5.5
Decay branching fractions in the MC simulation 4.1
Tag B− reconstruction efficiency 2.2
Continuum reweighting 1.9
π0 reconstruction efficiency 0.9
Continuum normalization 0.7
Particle identification 0.6
Number of produced ϒð4SÞ 1.5
Fraction of BþB− pairs 2.1
Tracking efficiency 0.2
Total 15.5
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and ½0.20; 3.0� GeV=c, respectively, determining correction
factors to the MC simulation for the π0 efficiency. To obtain
the systematic uncertainties, we follow a π0 removal
procedure. After generating a repeatable random sequence
of values between zero and one, if the value is greater than
the efficiency correction, the π0 is removed, and the two γ’s
are reassigned to the ROE; the event migrates from the
τþ → ρþ ν̄τ to the τþ → πþ ν̄τ category. We evaluate the
systematic contribution by fitting the data on 50 different
modified PDFs changing the random sequence. The differ-
ence between the average of the fitted branching fractions
and the nominal fit result is negligible, while the standard
deviation of the fitted branching fractions is 0.9%. Thus, we
conclude that there is no bias in the result if the corrections are
not applied and we set the systematic uncertainty to 0.9%.
We change the continuum fraction of the background by

the statistical uncertainty of the off-resonance sample,
producing 50 alternative background PDFs, obtained
assuming a Poisson distribution. Repeating the fit with
the different PDFs, we observe a standard deviation of fit
results of 0.7%, which is taken as a systematic uncertainty.
The systematic uncertainty of the lepton and hadron

identification efficiency and fake rates are extracted from
pure samplesofpionsand leptons inD�þ→D0ð→K−πþÞπþ,
Λ0 → p π−, K0

S → πþπ−, J=ψ → lþl− data and MC sam-
ple. We evaluate the impact on the branching fraction fit by
changing the shapes of the PDFs and the values of selection
efficiencies according to 1σ variations of systematic uncer-
tainty of lepton identification, π identification, and fake rates
estimated in the control samples. We observe a standard
deviation in the fit results of 0.6%.
We check the agreement of signal selection efficiency in

data and MC simulation with a Bþ → D̄�0lþνl control
sample. After applying all the selections and calibrations,
we find a data/MC simulation ratio equal to 0.96� 0.04,
which implies that no further efficiency correction is
needed.
Moreover, we implement a signal embedding procedure

on a sample of Bþ → Kþ J=ψ (→ lþl−) ðl ¼ e; μÞ,
exploiting its clean experimental signature. In each event,
Bþ → Kþ J=ψ is removed and replaced by a simulated
Bþ → τþντ. This procedure is performed both on data
and simulation, applying the standard Bþ → τþντ
reconstruction. The ratio of signal selection efficiencies
estimated between data and MC simulation is 1.02� 0.18,
which confirms the agreement obtained from the Bþ → D�

lþ νl control sample. The distributions of Eextra
ECL and M2

miss
are also in good agreement between data and MC simu-
lation for this embedding sample, as shown in Fig. 6.
We find evidence of signal with a significance of 3.0σ

from a hypothesis test after convolving the likelihood
profile with a Gaussian, whose width is set to the total
systematic uncertainty. The test statistic is −2 logðL=L0Þ,
where L (L0) is the value of the likelihood function when
the signal yield is allowed to vary (is fixed to 0). We

generate 106 pseudodatasets from the background-only
PDF assuming no signal and repeat the fits. We obtain
the significance from the p-value calculated as the fraction
of fit results having a value of the test statistic smaller than
the one observed in data.

VIII. CONCLUSIONS

We present a measurement of the branching fraction of
the Bþ → τþντ decay using 365 fb−1 of electron-positron
collision data recorded at the ϒð4SÞ resonance by the Belle
II detector, using hadronic B tagging. For this measure-
ment, we consider one-prong decays of the τþ lepton. We
measure BðBþ → τþντÞ to be

BðBþ → τþντÞ ¼ ½1.24� 0.41ðstatÞ � 0.19ðsystÞ� × 10−4

ð7Þ

FIG. 6. Distributions of Eextra
ECL (top) and M2

miss (bottom) for the
signal embedding control sample.
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with a significance of 3.0σ. The measured branching
fraction is consistent with the current world average and
with the SM prediction. Figure 7 shows a comparison of
our BðBþ → τþντÞ measurement, with past measurements
from BABAR and Belle, and SM predictions based on
exclusive and inclusive determinations of jVubj [4].
Assuming the SM and using fB ¼ 190.0ð13Þ MeV [3],

we extract a measurement of the CKM matrix element

jVubjBþ→τþντ ¼ ½4.41þ0.74
−0.89 � × 10−3: ð8Þ

Even though we use a smaller data sample, the statistical
uncertainty of this measurement is comparable to the
previous hadronic tag analysis from BABAR (426 fb−1)
[11] and Belle (711 fb−1) [12]. This improved sensitivity is
due to the use of a new B tagging algorithm and an
optimized selection.
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APPENDIX A: CALIBRATION OF nγextra

The main source of the discrepancy in the Eextra
ECL

distribution between data and simulation is related to
incorrect modeling of nγextra. Figure 8 shows the Eextra

ECL
shape for nγextra ¼ 1; 2;…9, normalizing simulation to
data. The Bþ → τþντ signal affects only nγextra ≤ 2. The
simulation agrees well with the data for this variable.
Therefore, we correct the normalization through bin-by-bin
corrections of the nγextra distribution using different control
samples.

1. Extra-tracks control sample

We select a control sample of Bþ → τþντ candidates that
have more than two tracks in the ROE to evaluate the
corrections to the Eextra

ECL distribution for the BB̄ background
simulation. The control sample has the same BB̄ back-
ground composition but no signal events. The control
sample is defined using two different requirements on
the charged tracks: IP tracks and signal-like tracks. The IP
tracks criterion include all the tracks in the ROE with an
impact parameter with respect to the IP less than 2 cm along
the z axis, and 0.5 cm in the transverse plane, without any
momentum requirement. The signal-like tracks criterion
has the same definition but also requires a momentum
greater than 0.5 GeV. We then require NIP Tracks > 1 and
NSignal−like Tracks ¼ 0. The average number of NIP Tracks in
each event for this control sample is 3.2. Figure 9 shows the
nγextra distribution for data and MC simulation in this
control sample for each signal channel, from which we
extract correction factors to reweight the BB̄ MC simu-
lation background.

2. B+ → D̄�0 l+ νl control sample

We use the Bþ → D̄�0 lþ νl (lþ ¼ eþ, μþ) control
sample to extract the correction to reweight signal MC data
for leptonic τþ decay categories. As for the Bþ → τþντ
case, Eextra

ECL (calculated from ROE) is expected to peak at
zero. We reconstruct a hadronic Btag candidate in each
event with the hadronic FEI algorithm and a signal Bsig

decaying to D̄�0 lþ νl and no extra tracks in the ROE. The
requirements on the hadronic Btag are the same as in the
main analysis. For the signal side, we reconstruct the D̄�0 in
its decays to D̄0 π0 and D̄0 γ, withD0 → K− πþ,K0

S π
þ π−,
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K− πþ πþ π−. After the reconstruction, we apply all the
corrections used in the main analysis to this sample. This
includes continuum-reweighting and normalization, PID
corrections, ROE clusters clean up, and corrections. To
increase the purity of the sample, we require the momentum
of the lepton to be greater than 1.5 GeV=c and the energy
of the γ from the D̄�0 → D̄0 γ decay to be greater than
170 MeV. The main component is correctly reconstructed
Bþ → D̄�0 lþ νl, which is 84% of the full sample. The
remaining 16% is composed of misreconstructed Bþ →
D̄�� lþ νl, Bþ → D̄0 lþ νl, and other channels. Figure 10
(a) shows the nγextra distribution for data and MC data in
this control sample, from which we extract correction
factors to reweight MC signal simulation for leptonic τþ
decay categories.

3. Double tag control sample

We use the double tag control sample to evaluate the
corrections for the hadronic τþ decays in the signal
simulation. We reconstruct events with two nonoverlapping
B candidates with opposite charges with the hadronic FEI
algorithm. We require no extra tracks in the ROE. The
selection requirements for the hadronic Btag are the same as
the main analysis. The signal side is a second B recon-
structed by the hadronic FEI. In the double tag control
sample, Eextra

ECL is expected to peak at 0 GeV as for
Bþ → τþντ. We apply the same continuum reweighting
and normalization, PID corrections, ROE clusters clean up,
and corrections as for the main analysis. Figure 10(b)
shows the data and MC data agreement in this control

FIG. 8. Distribution of Eextra
ECL as a function of nγextra. Simulations are normalized to data. The first row shows Eextra

ECL with nγextra ¼ 1, 2,
and 3. The second row shows Eextra

ECL with nγextra ¼ 4, 5, and 6. The third row shows Eextra
ECL nγextra ¼ 7, 8, and 9.
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FIG. 9. Distributions of nγextra in the extra-tracks control sample for the four signal channels. The bottom panel of each distribution shows the data/MC
simulation ratio values and their uncertainties to be used as corrections for MC simulated data background for the analysis. The continuum component is
subtracted since the correction factors are used only to correct the BB̄ background component.

FIG. 10. Distributions of nγextra in the Bþ → D̄�0 lþ νl (a) and double tag (b) control samples. The bottom panel of each distribution shows the data/
MC simulation ratio values and their uncertainties to be used as corrections for leptonic and hadronic signal simulation, respectively. The continuum
component is subtracted.
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sample, from which we extract correction factors to reweight signal MC data for hadronic τþ decay categories.

APPENDIX B: DISTRIBUTIONS OF FIT VARIABLES

In Fig. 11 we show the projections of the fit for Eextra
ECL and M2

miss distributions for each τþ category.
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