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Abstract

This experimental particle-physics thesis explores a novel approach to the determination
of the 7 meson reconstruction efficiency, whose uncertainty is a significant limitation in
measurements sensitive to beyond Standard Model physics.

I aim to determine the 7" reconstruction efficiency by comparing the rates of 7= —
7~ 70y, with 7= — 7~ v, decays recorded with the Belle II detector in SuperKEKB
electron-positron collisions. Since these decays have large branching fractions known with
high precision, have little background, and cover a wide range in 7° momentum, this
approach would enable a reduction of the uncertainty on the 7° efficiency by up to a factor
of three over current determinations.

I develop the method starting from a simplified simulated sample comprising 7-pairs
only and validate it against samples of known efficiency. Next, I extend the study to a fully
realistic simulated sample, demonstrating the feasibility and performance of the method
in realistic conditions. Finally, I briefly discuss various aspects of the applicability of the
method to data. The results demonstrate that the 7% efficiency approach conceptually
works and yields performances superior to existing Belle IT methods.



Sunto

Questa tesi sperimentale di fisica delle particelle esplora un nuovo approccio alla determina-
zione dell’efficienza di ricostruzione del mesone 7, la cui incertezza ¢ un limite significativo
nella misura di processi sensibili alla fisica oltre il Modello Standard.

L’obiettivo ¢ determinare I'efficienza di ricostruzione del 7° confrontando i rate di de-
cadimento di 7~ — 7~ 7% v, con quelli di 7= — 7~ v, rivelati con il detector Belle II in
collisioni elettrone-positrone a SuperKEKB. Dato che questi decadimenti hanno branching
fraction grandi e note con alta precisione, sono contaminati da fondi limitati e coprono
un ampio spettro d’impulso del 7%, questo approccio permetterebbe di ridurre I'incertezza
sull’efficienza del 7 fino a un fattore tre rispetto alle determinazioni attuali.

Ho sviluppato il metodo partendo da un campione simulato semplificato comprendente
solo coppie di leptoni 7 e 'ho validato usando campioni di efficienza nota. In seguito,
ho esteso lo studio ad un campione simulato completo e con proporzioni realistiche dimo-
strando la fattibilita e le performance del metodo in queste condizioni. Infine ho discusso
brevemente diversi aspetti dell’applicabilita del metodo ai dati. I risultati dimostrano che
I'approccio di stima dell’efficienza del 7% funziona concettualmente e fornisce performance
superiori rispetto ai metodi esistenti utilizzati a Belle II.

ii
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Introduction

The Standard Model of elementary particles and their interactions (SM) is the currently
accepted theory of particle physics. It is widely recognized as the ultimate success of
the reductionist paradigm for describing microphysics at its most fundamental level. By
means of about twenty parameters, the Standard Model describes accurately thousands
of measurements involving processes mediated by the electromagnetic, weak, and strong
interactions that span more than ten orders of magnitude in energy.

However, theoretical considerations and, possibly, experimental inconsistencies support
the general belief that the Standard Model might still be an effective theory — a theory
valid at the energies probed so far, that is incorporated in a yet-unknown and more general
theory reaching higher energies. Completing the Standard Model is the principal goal of
today’s particle physics.

Direct approaches, which broadly consist in searching for decay products of non-SM
particles produced on mass-shell in high-energy collisions, have been traditionally fruitful.
However, their current reach is limited by the collision energy of today’s accelerators and by
the large investments needed to further it in future. Complementary approaches consist in
comparing with predictions precise measurements in lower-energy processes where virtual
non-SM particles could contribute. The reach of such indirect approaches is not constrained
by collision energy, but rather by the precision attainable, both in measurements and
predictions.

The Belle II experiment is an international collaboration of about 700 physicists that
indirectly tests the Standard Model by studying billions of decays of mesons containing
the quarks b and ¢ (heavier and longer-lived partners of the fundamental constituents of
ordinary matter) and 7 leptons (heaviest partners of the electron). These particles are
pair-produced in electron-positron collisions at 10.58 GeV, which is the threshold energy
for the production of the Y (4S) particle (a bound states of a bb pair). Since the start
of physics data taking in 2019, Belle II collected samples corresponding to 531fb~! of
integrated luminosity.

Knowledge of the 7% meson reconstruction efficiency is critical for accurately measuring
processes sensitive to physics beyond the Standard Model, as these processes often involve
decays into 7 mesons. The precision on efficiency often represents a significant limitation in
the precise determination of the rates of such processes, frequently being the primary source
of systematic uncertainty. Improving the knowledge of the 7° reconstruction efficiency
could significantly enhance the precision of various important Belle II analyses.

Several methods have been implemented so far to estimate the 7° reconstruction effi-
ciency at Belle II using experimental data to correct the determinations based on simula-
tion. However, these approaches are limited by uncertainties in the branching fractions of
the channels used, by significant background from other processes, or by the restricted 7°
momentum ranges probed.

This work studies the feasibility of determining such efficiency in data relative to
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simulation using a novel approach in Belle II that uses the ratio between the yields of
7~ = 71 10y, and 7~ — 7 v, decays reconstructed with the Belle IT detector in electron-
positron collisions at SuperKEKB.

The 7Y reconstruction efficiency is typically obtained from the ratio of decay rates
between channels that differ only by the presence of a 7¥ at the numerator, normalized
by the branching fractions of the relevant processes. If the initial state is the same for
denominator and numerator processes, and all final state particles at the denominator are
also final states of the numerator, the ratio of event rates after accounting for the respective
branching fractions, isolates the 7° reconstruction efficiency as the only remaining factor.

The processes considered in my approach are abundant, have well-known branching
fractions, have modest background, and span a wide 7° momentum range. This method,
therefore, has the potential to reduce the current uncertainty on the efficiency by significant
factor.

The main challenge is to obtain two mutually disjoint samples, as enriched as possible
in7~ = 7~ 7%, and 77 — 7~ v; decays to determine reliably the signal yields needed for
the 79 efficiency. Particular focus is dedicated to suppress background from concurring 7
decays and dominant low-multiplicity processes such as Bhabha events. I develop the basic
methodology starting from a simplified simulated sample containing only 7 pair production
events. Subsequently, I apply this method to a fully simulated sample, demonstrating its
validity in a realistic conditions.

Comparing the resulting efficiency with the values expected from independent studies
allows for a robust validation of the reliability of the method.

This thesis is structured as follows. Chapter 1 introduces the flavor sector of the
Standard Model and its potential in indirectly searching for non-SM physics; Chapter 2
describes the Belle 11 experiment; Chapter 3 outlines the novel approach used for the deter-
mination of the 7% reconstruction efficiency; Chapter 4 reports the T-analysis generalities,
the samples, and the tools used in this work; Chapter 5 describes the efficiency determina-
tion in a simulated 777~ sample; Chapter 6 outlines the efficiency estimate in a realistic
simulated sample. Finally, Chapter 7 presents an initial comparison between simulated
and experimental data and discusses systematic uncertainties. The final chapter, Chapter
8, presents the conclusions.

Charge- and flavor-conjugate processes are implied throughout the document unless
specified otherwise.



Chapter 1

Flavor physics to overcome the
Standard Model

This is a concise introduction to the weak interactions of quarks and how they are incor-
porated in the Standard Model of particle physics. Emphasis is on their role in searches
for as-yet unknown particles that may complete the Standard Model at high energies. Some
focus is devoted to processes where a 0 meson is present in the final state as these are the
processess that would benefit from this work.

1.1 The Standard Model of particle physics

The Standard Model (SM) is an effective quantum field theory that describes all funda-
mental interactions in nature without gravity [1-6].

The quantum-field-theory framework results from the unification of quantum mechanics
with special relativity and offers the most fundamental description of nature known to date.

A field is a set of values, associated to certain physical properties, assigned to every
point in space and time. Quantum fields are fields that pervade the whole spacetime and
obey the rules of quantum mechanics. If a quantum field is modified by an appropriate
perturbation, the resulting oscillatory states, called field excitations, carry more energy
than the resting state and are called ‘particles’. For instance, the electron is the massive
excitation of the electron field. The quantized nature of the description implies that only
certain perturbations that satisfy precise energetic conditions are capable of generating
field excitations. It is not possible, for example, to generate a wave in the electron field
that corresponds to half an electron.

Quantum fields interact with each other. The Standard Model is the theory that
describes their dynamics at energy scales relevant for the subnuclear world. Particles and
their interactions are described in a Lagrangian formalism, in which every combination of
fields and interaction operators that is not forbidden by the symmetries of the dynamics
is, in principle, included. Local gauge symmetry, i.e., the invariance of the Lagrangian
under space-time-dependent transformations applied to the phases of fields, is the key
overarching concept. Interaction terms appear in the free-field Lagrangian after requiring
it to be invariant under local gauge symmetries. The Standard Model is based on the
Symmetry group

SU@B)c @ SU(2), @ U(1)y,

where SU(3) is the standard unitary group that describes the strong interactions (quan-
tum chromodynamics, QCD), and C stands for the color charge; SU(2); ® U(1)y is the
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product of groups that describe the combination of the weak and electromagnetic interac-
tions, where SU(2); is the standard unitary group of weak isospin doublets (L standing
for left') and U(1)y stands for the unitary group of hypercharge Y.

Spin-1 particles called gauge bosons mediate the interactions. Strong interactions are
mediated by eight massless particles corresponding to the SU(3) generators, called gluons:
they carry a charge that can be of three kinds, called color. Weak interactions are mediated
by two charged massive bosons, W+, and a neutral massive boson, Z°. Electromagnetic
interactions occur between particles carrying electric charge and are mediated by a neutral
massless boson, the photon . The physical electroweak bosons (W*, Z9 «) arise from
the following linear combinations of SU(2); ® U(1)y generators:

i B
Wt — L(Wl +ilVy) and v ) _ [ cos Oy  sin Oy 7
V2 Z0 —sin Oy cosOy Ws

where 6y is a free parameter, called Weinberg angle. The W+ mass depends on the Z mass
via 6y . Particles acquire mass via the interaction with the Higgs field, which is mediated
by a spin-0 particle, the Higgs boson.

Matter particles correspond to excitations of Spin—% fields and are called fermions.
Their masses are free parameters of the theory. Each fermion is also associated with an
antiparticle that has the same mass and opposite internal quantum numbers. Fermions
are further classified into two classes, quarks, which are the fundamental constituents of
nuclear matter, and leptons, each organized in three weak-isospin doublets.

e Quark doublets are each composed of an up-type quark, with charge %e, and a down-

type quark, with charge —%e,
U c t
d s b

They couple with both the strong and electroweak interactions. Each quark has color
and a ‘flavor’ quantum number, which comes in six varieties and is conserved in the
electromagnetic and strong interactions, but not in the weak interactions. Due to
color confinement free quarks are not observable [7]. They are only observed in their
colorless bound states, which include mesons, typically composed of a quark and an
anti-quark, and baryons, composed of three quarks. Baryons are assigned a quantum
number, called baryon number, found to be conserved even if no symmetry of the
Lagrangian implies that.

e Lepton doublets are each composed by an almost massless neutral neutrino and a
massive particle with electric charge —e;

() () ()

They couple only with the electroweak interaction. Each lepton has a lepton-family
quantum number; their sum in a process, called global lepton number, is found to be
conserved in all interactions, although no symmetry of the dynamics prescribes that;
individual lepton numbers are not conserved in neutrino oscillations.

Figure 1.1 shows a scheme of the Standard Model particles and their interactions.

!Only particles with left chirality are influenced by the weak interaction.
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Figure 1.1: Scheme of particles and interactions in the Standard Model [8].

In addition to gauge symmetry, discrete symmetries are important in constraining the
dynamics. Parity (P) is a transformation that inverts all spatial coordinates; charge con-
jugation (C) is the exchange of every particle with its own antiparticle; and time reversal
(T') inverts the time axis. The product of these three discrete symmetry transformations
is found to be conserved in all interactions, as prescribed by foundational axioms of field
theory [9,10], but the symmetries are not conserved individually. Parity symmetry is max-
imally violated in the weak interactions, while the combined CP symmetry is violated
in the weak interactions at the 0.1% level. In principle, the strong interaction too could
violate C'P symmetry, but no experimental evidence of that has ever been observed. The
existence of as-yet unobserved particles, called axions, has been postulated to account for
that [11].

1.2 Where do we stand?

The Standard Model was completed in the 1970’s and has been successfully tested since,
in thousands of measurements whose fractional precisions reach one part per trillion [12].
However, observations and theoretical considerations suggest that the Standard Model is
likely to be an effective theory, valid at the eV-TeV energies probed so far, that should
be completed by a more general full theory valid over a broader range of high energies.
Open questions that support this interpretation include the lack of an explanation for
a dynamical origin for the observed asymmetry between matter and antimatter in the
universe, the strikingly large differences observed between fermion masses, the possible
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instability of the Higgs vacuum, the conceptual and technical difficulties in achieving a
description of gravity consistent with quantum mechanics, or the postulated large amounts
of non-interacting matter (dark matter), introduced to justify cosmological observations.

Extending the Standard Model to higher energy-scales is the main goal of today’s
particle physics, in an attempt at addressing these and other open issues. Current strategies
to extend the Standard Model can broadly be classified into two synergic approaches.

The energy-frontier, direct approach aims at using high-energy collisions to produce
on-shell particles (that is, particles satisfying the energy-momentum conservation at pro-
duction) not included in the Standard Model, and detect directly their decay products,
thus gaining direct evidence of their existence.? Historically this offered striking experi-
mental evidence of new phenomena, when energetically accessible, but its reach is limited
by the maximum energy available at colliders.

The intensity-frontier, indirect approach broadly consists in searching for significant
differences between precise measurements and equally precise SM predictions in lower-
energy processes sensitive to non-SM contributions. A semi-intuitive, although simplified
conceptual representation of the subtending idea is that exchanges of virtual (off-mass-shell)
particles of arbitrary high mass, including those not described in the Standard Model, occur
in the transition, thus altering the amplitudes in an observable manner. The presence of
virtual particles, which may imply a temporary non-conservation of energy if interpreted
classically, is allowed by Heisenberg’s uncertainty principle AEAt > h/2. Experimental
evidence is typically harder to establish, but the reach is not bounded by the maximum
collision energy reachable by experiments. A large portion of the effort in this approach is
centered on the weak-interactions of quarks (so called ‘flavor physics’).

1.3 Flavor physics in the Standard Model

Although technically flavor physics includes also lepton interactions, I restrict the scope
by referring solely to the quark interactions here.

The role of flavor in shaping the Standard Model has been central since the early days of
particle physics. However, its prominence in determining the theory can perhaps be tracked
down to the early 1960’s with the apparent inconsistency between weak coupling constants
measured in muon decay, neutron decay, and strange-particle decays. Such inconsistency
was first addressed by Gell-Mann and Levy [13] and then Cabibbo [14], who postulated
differing mass (d) and weak (d') eigenstates for down-type quarks. This was achieved by
introducing a mixing angle (6¢) between the s quark and d quark, the only two down-type
quarks known at the time. While Cabibbo’s theory addressed efficiently the difference
of weak coupling constants, it also predicted a rate for the Kg — pTp~ and other kaon
decays inconsistent with the experimental exclusion limits at the time. Glashow, Iliopoulos,
and Maiani addressed the conundrum by postulating the existence of a fourth quark (c)
of 2GeV/c? mass, whose contribution in the Kg — utp~ decay amplitude would cancel
the u quark contribution, suppressing the branching fraction down to values consistent
with experimental limits [15]. The charm quark was then discovered four years after the
prediction, showing the compelling power of the indirect approach. In addition, in 1973,
when only three quarks were known, Kobayashi and Maskawa generalized Cabibbo’s theory
from a four-quark model to a six-quark model to accommodate the phenomenon of CP
violation observed in 1964 [16]. They introduced a complex unitary matrix to describe the

2Mass shell is jargon for mass hyperboloid, which identifies the hyperboloid in energy-momentum

space describing the solutions to the mass-energy equivalence equation E? = (pc)2 + m2c¢t. A particle

on-mass-shell satisfies this relation.
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relations between mass (unprimed) and weak (primed) interaction eigenstates of quarks as
seen by W= bosons. This is known as the Cabibbo-Kobayashi-Maskawa (CKM) quark-
mixing matrix or Vo,

d, Vud Vus Vub d
S =|Vea Ves Vb
v Via Vis Vi

Each V;; matrix element encapsulates the weak-interaction coupling between an up-type ¢
and down-type j quarks. It is a N x N CKM matrix with (N — 1)? free parameters, where
N is the number of quarks families [17]. If N = 2, the only free parameter is the Cabibbo
angle 0o =~ 13°, whereas if N = 3, the free parameters are three Euler angles (612, 613, and
f93) and a complex phase (¢), which allows for CP-violating couplings [12]. The matrix
is most conveniently written in the so-called Wolfenstein parametrization, an expansion in
the small parameter A = sin ¢ ~ 0.23 that makes explicit the observed hierarchy between
its elements [18],

1—)%/2 A AX3(p — in)
Vokm = - 1— )22 AN? + 00\,
AN(1 —p—in) —AN? 1

where

A=

Vi V,
s AN = )\Vd’, and AN} (p+in) = V7, .
\/ Vu2d + Vuzs v
The parameter A expresses the mixing between the first and second quark generations, A

and p are real parameters, and 7 is a complex phase that introduces CP violation. The
unitarity condition VCKMV(;KM = 1 yields nine relations,

Vad? + Vead> + 1Vad> =1 ViVaua + ViVeg + ViVia =0 VgV + Vs Vi + Vi Vi = 0,
’Vus’2 + "/05‘2 + ‘Ws’Q =1 qubvud + V:Z‘/cd + ‘/tz‘/td =0 Vudviz + Vus‘/ti; + Vub‘/;l; =0 y
Vi + IVesl* + Vi = 1 Vi Vs + Vi Ves + VigVis = 0 VeaVig + Ve Vi + Va Vi = 0,

which are sums of three complex numbers each. The six equations summing to zero prompt
a convenient geometric representation in the complex plane in terms of so-called unitarity
triangles. A CP conserving theory would yield null-area triangles or, equivalently, a van-
ishing Jarlskog invariant J = (Vs Ve Vi Vi) [19-21]. All elements of the second equation
in the second row have similar magnitudes, yielding a notable triangle referred to as ‘the
Unitarity Triangle’, shown in figure 1.2. Conventionally, side sizes are normalized to the
length of the base, and the three angles are labelled a or ¢2, 5 or ¢, and v or ¢s.

The flavor-mixing phenomenon, which involves flavored neutral mesons |M), enriches
significantly the CP violation phenomenology. Flavor quantum numbers are conserved in
strong interactions and thus flavor eigenstates are eigenstates of strong interactions. Weak
interactions do not conserve flavor, allowing |M) to undergo a transition into |M) (or vice
versa), which changes flavor by two units. Because the full Hamiltonian contains strong
and weak interactions, its eigenstates (which are the particles we observe, with definite
masses and lifetimes) are linear superpositions of flavor eigenstates |[M) and [M).
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Figure 1.2: Graphical representation of the Unitarity Triangle [8].

1.4 Time evolution of neutral flavored mesons

The time evolution of neutral flavored mesons is approximated by the Schrodinger equa-
tion (in Weisskopf-Wigner approximation)

1) = Halt),

where the effective Hamiltonian Heg is a 2 X 2 complex matrix that can be decomposed
into a mass and a decay matrix

Hot = M — ST

and M and I' are hermitian matrices. The effective Hamiltonian H.g is not hermitian and
thus probability is not conserved. This corresponds to the decrease in the total number
of mesons due to decay. The diagonal elements of M and I' are related respectively to
the mass and the lifetime of the pure flavor eigenstates. Conservation of CPT symmetry
requires that the M and the M mesons have the same mass and the same lifetime implying
that M1y = May = M and I'j; = T'eg = I'. These diagonal elements are determined by the
quark masses and by strong and electromagnetic interactions. Thus, the diagonal elements
of He can be identified as the strong and electromagnetic Hamiltonian Hg. On the other
hand, the off-diagonal elements have to fulfill M2 = M3, and I'12 = I's; due to hermiticity
of M and I'. These elements involve weak interactions and can be considered as a weak
perturbation Hamiltonian H.,. One obtains

Hy 0 M- M, — T
%eﬂ‘: 0 +HW: : 3 . 12 22 12 ) (11)
0 Hy My — 351, M -3

Since the phase factors of [M) and |M) can be arbitrarily adjusted without changing the
physics, only the difference between them, ¢12, is relevant. Flavor mixing is parametrized
by five real parameters [22]

M
M, Thi, |Mi2], |Ti2| and ¢12—al"g<—>-

By diagonalizing the Hamilton operator in Eq.(1.1), the time evolution of the meson-
antimeson system gets described in terms of its eigenvalues

wy =M — §I’ + \/(M12 - §F12)(Mf2 - §F’f2) =M — §I’ =+ pq (1.2)
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and the associated eigenstates vy = (1, i%)T, which represent the physical eigenstates

|M(t) = pIM (1)) + q|M(2)),
|M_(t)) = p|M(t)) — q|M(t)). (1.3)

As an example, figure 1.3 shows the leading-order Feynman diagrams contributing to
B - B° mixing. Flavor mixing induces flavor oscillations in the time evolution of neutral
flavored mesons. Flavor oscillations generate additional time-evolution paths to the simple
decay, which interfere with the decay thus enriching the dynamics and our opportunities
to study it.

o
S

Figure 1.3: Feynman diagrams for leading-order amplitudes contributing to B° B mixing

[8]-
The complex numbers p and ¢ satisfy

M7, — %FE _ omitm | Mi2| + %|F12\€i¢12
Mz — 5112 |Mia| + §|T1p]e 12

with |p|* +[¢* =1, (1.4)

where the absolute mixing weak phase ¢y; = arg(M2) is introduced. The mass eigenstates
|My(t)) are pure CP eigenstates if they are orthogonal to each other (even and odd states).
This is the case when the phase ¢12 is zero or an odd multiple of , i.e., if the absolute
value of |q/p| is equal to 1. The masses my and the lifetimes I'y for the mass eigenstates
states are derived from the eigenvalues in Eq. (1.2),

m4 = Re(wy), Iy = —2Im(wy),
m_ = Re(w_), ' = —2Im(w_),

which can be recast in terms of the following observables:

m =

(my +m_) =M, r =

N

1 1
M4l )=T=-
2( ++1-) =

Am =m_ —my = —2Re(pq), AT'=T_ —T1 =4Im(pq) .
The time evolution of |My) is given by

| M. (t)) = e+ (p| M) + q|M))

|M_(t)) = e7" (p|M) — q|M)) (1.5)
where both mass eigenstates decay as e 1 =! with a modulation generated by the complex
phase e+, Considering now Eq.(1.3), the time evolution of the pure flavor states reads

M (1) = 21p<|M+<t>> +IM_@),
(1) = 21q<rM+<t>> — M)
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Insertion of the time evolution in Eq.(1.4) yields

() = ((ew et t) 0 4 4 (enient = i |M>>
= %e*iw ((1 + e—i(Am—%AF)t> M) + % (1 - e—i(Am—%AF)t> \z\‘@) . (L6)

’M(t)) — % (z (e—iw+t _ e—iw,t) |M> + (e—iw+t + e—iw,t) |M>>

= %e—mt (p (1 - e—"(Am‘%M)t) |M) + (1 + e‘i(A’”‘%M)t) |M>> .
q

With non vanishing Am and AT, which are related to the weak off-diagonal components of

the Hamiltonian Mio and I'1o, an initial pure flavor state will mix with its opposite flavor

state before it decays. Thus, decay rates can be only properly defined if the initial state

is specified either as |M) or as |M) [23]. Starting with a specific flavor eigenstate |M) at

t = 0, and taking into account the orthogonality between flavor eigenstates, the probability

to observe the state |M) at time ¢ is
2 L ATt
et (cosh <2> — cos(Amt)) , (1.8)

(MM ()2 = %e—” (Cosh (A;t) + cos(Amt)) | (1.9)

_ 1 q
) =5 |2

and to observe |M) is

The time evolutions of the transition amplitudes are

As(t) = (fIH|M(t)) = Ae™ <cos A;nt + iAsin A;nt)

+ —sin

At) = <f]7-[|M(t)> — A2 <COS Amt ;\ _ A2mt> |

and the time-dependent asymmetries are

(M — f)-T(M — f)

YT S AT > )
A2 =1 Im(\) .
= TP cos(Amt) + TR sin(Amt)

= Acp cos(Amt) + Scp sin(Amt),

where Acp is the direct CP-violation parameter, and Scp is the mixing-induced CP-
violation parameter. These are two of the three manifestations of nonconservation of
charge-parity symmetry. Indeed, depending on how the C'P-violating complex phase enters
the amplitude of the dynamical evolution of a system, CP violation can be classified into
three distinct phenomenologies. In the most general case, one considers the amplitudes of
transitions governed by the effective Hamiltonian Heg, of a flavored meson |M) and of its
antiparticle [ M), into a final state |f) and into the CP conjugate |f), respectively,

Af = (f[He| M) = A(IM) — |f)), Ay = (fIHea| M) = A (IM) — |f)),
Az = ([[Hea| M) = A (IM) — [f)) , Az = ([Hea|M) = A (IM) — |f)) -

10
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Violation of CP symmetry in decay occurs if

Af

Ay
Az

#1 or #1, (1.10)

!

and appears experimentally as a difference between the |M) — |f) and |M) — |f) decay
rates. This is the only CP-violation phenomenology possible for both neutral and charged
mesons, and for baryons. Since, in general, various amplitudes contribute to a single decay,
the total decay amplitudes Ay and Zf are written as sums of the individual contributions

Ap = Z ‘Ai‘ei(éi"'d’i), Zf - Z ’Ai’ei((ﬁ—@)’

)

where symbols ¢; indicate CP-conserving phases, and ¢; are C'P-violating phases associated
with the elements of the CKM matrix that appear in each amplitude. As CP-conserving
couplings are real, the corresponding phases are invariant under CP transformation. Since
a CP transformation turns CKM coefficients into their complex conjugate, the C'P-violating
phases flip their sign. The condition of CP violation in decay in Eq. (1.10) is satisfied if

Af? = [A7* = =2 | Ail|Ay] sin (6 — 6;) sin (¢; — ¢;) # 0.
i,j
Thus, CP violation in decay can occur only if at least two amplitudes with different CP-
conserving and C'P-violating phases contribute to the relevant decay process. The squared
magnitudes of the total decay amplitudes |Af|? and |Zf|2 are the quantities typically ac-
cessible experimentally since they are proportional to the total decay rates. The individual
amplitudes A; are often difficult to compute theoretically as they typically involve contri-
butions from strong-interaction amplitudes at low energy. These are non-perturbative and
therefore hard to calculate, leading to large uncertainties. Thus, observables that depend
only on the weak phases, such as the CKM angles, allow for sensitive and reliable SM test.

Violation of CP symmetry in mixing implies

‘q‘:‘l_g A1 = |e| #0, (1.11)

D 1+¢

where ¢ and p are introduced in Eq. (1.2). In this case, CP violation generates a difference
between the flavor-oscillation rates |[M) — |M) and |M) — |M), which can be observed as
a charge-dependent asymmetry in the yields of charged leptons from semileptonic decays
of oscillating B® mesons.

Violation of C'P symmetry in the interference of mixing and decay is observed when
the neutral mesons |M) and |[M) can decay into a common final state |f), preferentially a
pure CP eigenstate feop,

CP|fep) = =£lfcp)-

Even if CP is conserved in mixing and in decay separately, i.e., if [As,./Af..| = |a/p| = 1,
the combination of the decay and mixing phases can generate a total phase difference and
thus an interference between these two processes, generating a violation of C'P symmetry.
Introducing the complex quantity Agp, the condition for CP violation is

A A
Im(Acp) #0, where Agp = fop ‘ 4 ‘ ) ‘ Lfer

4 _
p Afcp p Af cP

11
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1.5 Flavor physics to overcome the Standard Model

Many physicists find the current understanding of flavor dynamics unsatisfactory. The
observed hierarchies between quark masses and couplings seem too regular to be accidental
and the abundance of free parameters (six quark masses and four couplings) suggests
the possibility of a deeper, more fundamental theory possibly based on a reduced set of
parameters. In addition, while the CKM mechanism offers a framework to include CP
violation in the Standard Model, it does not really enlighten the origin for such a singular
phenomenon.

But even in the absence of a deeper understanding of the origin of CP violation, nat-
uralness arguments indicate that most generic extensions of the Standard Model would
involve additional sources of CP violation. These and other considerations support the
notion that a more detailed and complete study of the phenomenology of quarks dynamics
may reveal useful information to guide searches for SM extensions.

The abundance and diversity of experimentally accessible processes to measure redun-
dantly a reduced set of parameters makes indirect searches in the flavor sector a powerful
option for exploring non-SM dynamics. In fact, even if no deviations from the Standard
Model will be found, the resulting stringent constraints on SM extensions are expected to
remain useful in informing future searches.

The two classes of flavor-physics processes most promising for probing contributions of
non-SM particles are flavor-changing-neutral-currents and CP-violating processes.

Flavor-changing neutral currents (FCNC) are processes in which quark flavor changes
in the transition, but quark electric charge does not. The processes are suppressed in
the Standard Model, because they occur only through higher-order amplitudes involving
the internal exchange of W7 bosons (‘loop amplitudes’), as shown in figure 1.4. Such
amplitudes are naturally sensitive to non-SM contributions, since any particle with proper
quantum numbers and nearly arbitrary mass can replace the SM-quark closed-line in these
diagrams thus altering the rate. Hence, FCNC are powerful in signaling contributions from
non-SM particles if rate enhancements, or suppressions, with respect to Standard Model
expectations are observed.

In addition to rate alterations, the phenomenon of C'P violation offer additional avenues
to uncover or characterize possible non-SM contributions. Alterations of the C'P-violating
phases with respect to those predicted by the SM are generically expected in a broad
class of SM-extensions. Observing experimental evidence of those phases offers further
opportunities to explore the dynamics, even if total rates are unaffected.

1.6 Current flavor status

Measurements of parameters associated with quark-flavor physics have been performed
in many dedicated, or general-purpose, experiments in the last three decades, including
CLEO, CPLEAR, NA32, NA48, NA62, KTeV, SLD, OPAL, L3, ALEPH, DELPHI, BaBar,
Belle, CDF, CDFII, LHCb, BESIII, ATLAS, CMS and Belle IT [24].

The current status of constraints on sides and angles of the Unitarity Triangle is shown
in figure 1.5 [25]. Measurements of sin 20 reached a precision of 1%, mainly due to the
availability of large samples of B® — .J/9K° decays in ete™ and pp collisions, while the
angle a is known down to a 4% precision from B — hh decays, and h represents a charged
or neutral 7 or p) in eTe” collisions. The angle v is measured with 4% precision using
combinations of several measurements involving B — DK decays reconstructed in ete™
and pp collisions. Discrepancies in the determinations of |V| and |V,;| are found between

12
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Figure 1.4: Examples of leading FCNC diagrams [8|.

values measured using different analyses of semileptonic decays, mainly performed in eTe™
collisions.

The decay-width difference of the B? — BY system is determined with 5% precision
in pp collisions, while measurements are not yet precise enough to discern the expected
non-zero value for the BY — BY system. Mass differences in both systems are known with
better than 1% precision from pp and pp collisions. In addition, many other measurements
in charm and kaon physics contribute that are not straightforwardly represented in the
Unitarity Triangle.

The resulting global picture is that the CKM interpretation of quark-flavor phenomenol-
ogy is the dominant mechanism at play in the dynamics. Despite the first-order consis-
tency of the experimental flavor picture with the CKM theory, possible deviations of up
to 10%—-15% are still unconstrained, especially those associated with loop-mediated pro-
cesses, leaving sufficient room for non-SM physics. It is especially promising that most
of the relevant measurements are currently dominated by statistical uncertainties, offering
therefore fruitful opportunities for the two experiments that will contribute the most in
the next decade, LHCb and Belle II.

This is all the more attractive because recent direct searches for non-SM physics, mainly
in pp collisions at the Large Hadron Collider (LHC) at CERN, excluded large portions of
the parameter space for several proposed SM extensions, but showed no conclusive evidence
of non-SM physics to date. Since plans for a higher-energy collider in the near future are
still fluid, the systematic study of flavor physics emerges as a promising program to search
for non-SM in the next decade.

1.7 Channels with #° in the final states

This thesis proposes a novel method in Belle II for the determination of the 7° meson re-
construction efficiency using one-prong decays of the 7 lepton. The 7° efficiency represents

13
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Figure 1.5: Current constrains on sides and angles of the Unitarity Triangle. Reproduced
from Ref. [25]

the main contribution to systematic uncertainties in many processes sensitive to physics
beyond the Standard Model, and is therefore a fundamental ingredient to make the most
out of Belle II measurements. A few examples of such processes are discussed below.

1.71 B° — J/¢=°

Precise measurements of the CKM angle 8 = ¢1 = arg (—VeqV,;/ViaVy;,), where Vi; are
CKM matrix elements, have been performed in decays to CP eigenstates mediated by
b — c¢s transitions. In the SM, the direct and mixing-induced CP asymmetries are
predicted to be Cy_.z5s = 0 and —nSp_ces = sin 2¢; with very high accurancy, where 7
is the CP eigenvalue of the decay final state. Current world-average values, Cy_.cs =
—0.005 £ 0.015 and —nSp_sczs = 0.699 +0.017 [12], agree with independent constraints on
the CKM matrix. However, higher-order amplitudes (also called "penguin") can induce
a shift in measurements of ¢, thereby limiting the sensitivity of CKM fits. The decay
B — J/v 7% which proceeds via suppressed tree-level b — c¢s transitions, is used to
constrain the contributions from penguin topologies in the extraction of ¢1.

In particular, the branching fraction is used to probe the size of non-factorizable SU(3)-
breaking effects, which are the main contribution to the theoretical uncertainties in the
extraction of the penguin parameters. The current world-average of the branching fraction,
which does not include yet a recent measurement from LHCb, is B(B? — J/y7°) =
(1.66 £0.10) x 107° [12]. This is dominated, in precision, by a Belle measurement B(B° —
J/y 7)) = (1.62+0.11 (stat) £0.06 (syst)) x 107 [26]. The systematic uncertainty is 3.7%.
A significant (16%) contribution to this uncertainty is due to the uncertainty in the 7°
reconstruction efficiency. This is just one example that highlights the importance of this
efficiency.

14
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1.7.2 BY% — #7070

The decay of the neutral bottom-meson into a pair of neutral pions, B® — 7970, is

important in the study of the weak interactions of quarks. The properties of this decay
can be used to constrain parameters of potential processes not described by the Standard
Model; allow to test phenomenological models of hadronic bottom-meson amplitudes and
refine their parameters; and provide important inputs for the determination of o = ¢9, a
fundamental parameter in flavor-changing weak interactions of quarks.

Theoretical predictions for the branching fraction B(B? — 7% %) are challenging be-
cause the calculation of hadronic amplitudes involves low-energy, nonperturbative gluon
exchanges. Current approximate methods that reduce the associated hadronic unknowns
often fail to reproduce data. Predictions based on QCD factorization and perturbative
QCD are approximately five times smaller than the experimental results. In addition, the
ratio of color-suppressed to color-allowed tree amplitudes, as inferred from other charmless
two-body decay modes, does not agree with expectations, possibly indicating anomalously
large electroweak-penguin contributions. An improved understanding of the B® — 7079
branching fraction could be relevant to the so-called B — K 7 puzzle [27].

The branching fraction plays also a role in the determination of ¢5. Given the contribu-
tions from both b — u (W emission, or tree) and b — d (W exchange, or penguin) transi-
tions in the decay amplitude, the determination of ¢9 requires measurements of the branch-
ing fractions and CP asymmetries of the full set of isospin-related B — 7w 7 decay modes,
ie., B® - 7t 7=, B = 7%7% and BT — 7 0. Isospin relations then allow the penguin
and tree contributions to be separated. Currently, the uncertainty in the B% — 7970
branching fraction is an important limiting factor in the determination of ¢o. The world-
average value B(B? — 7% 70) = (1.59 4 0.26) x 10~° [12] combines measurements reported
by the BaBar and Belle collaborations, but suffer from large uncertainties, partly due to the
uncertainty in 7° reconstruction efficiency. For example, the most recent result reported by
the Belle II collaboration, reads B(B® — 7% 1) = (1.38 & 0.27 (stat) £ 0.22 (syst)) x 1076
[28]. The systematic uncertainty is 16%. The dominant (50%) contribution to this un-
certainty is due to the 7% reconstruction efficiency, which shows the importance of this
factor in accurately determining the branching ratio. These are just two examples, out of
many, that demonstrate the importance of understanding and controlling the precision of
our knowledge of the 7¥ reconstruction efficiency, and the potential impact of improving
it.

1.8 Generalities on 7 decays

Since this work is based on samples of 7 decays, we briefly outline a few relevant generalities.

The 7 is the only known lepton massive enough to decay into hadrons. It therefore
offers access to a large breadth of useful dynamical information regarding the strong and
weak interactions. However, in this work we only use them as a convenient probe for the
70 efficiency so we do not include here any discussion on 7 lepton physics.

In this work, we use the three-body decay 7= — 7~ 7 v, and the two-body decay
77 — 7 vy. Figure 1.6 illustrates the tree level Feynman diagrams for the two chan-
nels considered. The decay 7= — 7~ 7’1, occurs via an intermediate state dominated
by the p(770) meson resonance, while the decay 7= — 7~ v; is mediated by a virtual
charged vector boson W. The branching fractions are known with high accuracy namely
0.35% for B (7~ — 7~ 7%v;) = (25.49 £ 0.09)% and 0.46% for B(r~ — 7~ v;) = (10.82 +
0.05)%. Such accuracy enables our approach to target hypothetical precision on the order
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of subpercent.

vr

v d

Figure 1.6: Dominant Feynman diagrams for 7= — 707~ v, (left) and 7= — 7~ v,

(right).
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Chapter 2

The Belle 11 experiment at the
SuperKEKDB collider

The data used in this work are collected by the Belle II experiment. This chapter outlines
the Belle II detector at the SuperKEKB accelerator, with emphasis on the subdetectors more
relevant for the reconstruction of 77 — 7w~ (7’[’0) v, decays.

2.1 The SuperKEKB collider

SuperKEKB is an electron-positron (ete™) energy-asymmetric collider, designed to pro-
duce more than 600 BB pairs per second (BOF0 and BT B~ in approximately equal propor-
tions) via decays of T (4S) mesons produced at threshold [29]. Such colliders are called ‘B-
factories’, and were proposed in the 1990’s for the dedicated exploration of C'P violation in
B mesons. The main goal of B-factories is to produce low-background quantum-correlated
BB pairs at high rates and with sufficient boost to study their time evolution.

Intense beams of electrons and positrons are brought to collision at the energy corre-
sponding to the Y(4S) meson mass, 10.58 GeV, which is just above the BB production
kinematic threshold. The great majority of collisions yield electromagnetic processes as
ete™ = ete™, eTe” = uTp=, eTe” — 7777, eTe™ — 77 etc., see figure 2.1; the rest
are collisions that produce hadrons (henceforth called hadronic events). Figure 2.2 shows
the hadron-production cross-section in ete™ collisions as a function of the final-state mass.
The various peaks are radial excitations of the T meson. They overlap the nearly uniform
background at about 4 nb from so-called continuum of lighter-quark pair-production from
the process ete™ — ¢g, where ¢ identifies a u, d, ¢, or s quark. These are useful for charm
physics, some selected topics in hadron physics, and as control channels. The rest are T (4S)
events, which decay to BB pairs more than 96% of the time. At-threshold production im-
plies little available energy to produce additional particles in the BB events, resulting in
low-background conditions. In addition, colliding beams of point-like particles imply pre-
cisely known collision energy, which sets stringent constraints on the collision’s kinematic
properties, thus offering means of further background suppression. Since bottom mesons
are produced in a strong-interaction decay, flavor is conserved, and the null net bottom
content of the initial state implies production of a flavorless BB pair. Even though B? and
B’ undergo flavor oscillations before decaying, their time-evolution is quantum-correlated
in such a way that no B°B° or BB’ pairs are present at any time. Angular-momentum
conservation implies that the decay of the spin-1 Y(4S) in the two spin-0 bottom mesons
yields total angular momentum J = 1. Because the simultaneous presence of two identical
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particles in an antisymmetric state would violate Bose statistics, the system evolves coher-
ently as an oscillating BB’ particle-antiparticle pair until either one decays. This allows
efficient identification of the bottom (or antibottom) content of one meson at the time of
decay of the other, if the latter decays in a final state accessible only by either bottom or
antibottom states. This important capability is called ‘flavor tagging’ and allows measure-
ments of flavor-dependent decay rates, as needed in many determinations of C'P-violating
quantities.

olete™ — ete (y)] =300 nb

\ olete™ = utu(y)] =1.15nb
olete” — uii] = 1.61 nb
clete” — dd] = 0.40 nb
olete” — s5] = 0.38 nb
olete” = ¢¢] = 1.30 nb

olete™ - Y(45)] = 1.11nb

olete™ — yy(y)] = 4.99nb

olete” - vi(y)] =0.25-103nb
olete” = 777 ()] = 0.92 nb

Figure 2.1: Pie chart of the cross sections for the main processes produced in ete™ collision
at the Y(4S) center-of-mass energy [8].

Because the Y(4S) mesons are produced at threshold, they would be nearly at rest
in the laboratory in an energy-symmetric collider. The resulting B mesons too would
be produced with low momentum (about 10MeV/c) in the laboratory, because of the
21 MeV/c? difference between the Y(4S) mass and the BB pair mass. With such low
momenta they would only travel approximately 1 pm before decaying, rendering the 10 pm
typical spatial resolution of vertex detectors insufficient to separate B-decay vertices and
study the decay-time evolution. Asymmetric beam energies are used to circumvent this
limitation. By boosting the collision center-of-mass along the beam in the laboratory
frame, B-decay vertex separations are achieved that are resolvable with current vertex
detectors [31]. SuperKEKB (figure 2.3) implements a 7-on-4 GeV energy-asymmetric
double-ring design, which achieves a vertex displacement of about 130 pum.

Electrons are produced in a thermionic gun with a barium-impregnated tungsten cat-
hode, then accelerated to 7 GeV with a linear accelerator (linac) and injected in the high-
energy ring (HER). Positrons are produced by colliding electrons on a tungsten target,
then isolated by a magnetic field, accelerated to 4 GeV with the linac and injected in the
low-energy ring (LER).
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Figure 2.2: Hadron production cross section from e*e™ collisions as a function of the final-
state mass. The vertical red line indicates the BB production threshold [30].

The electrons and positrons continuously collide at a single interaction point, sur-
rounded by the Belle I detector. To achieve high luminosities, a nano-beam, large crossing-
angle collision scheme is implemented [33]. This is an innovative configuration based on
keeping small horizontal and vertical emittance, which is a measure of the spread and size
of the particle beam in the phase space of position and momentum, and large crossing
angle, as shown in figure 2.4. Such configuration is obtained with the production of low
emittance beams, in addition to a sophisticated final-focus superconducting-quadrupole-
magnet system, made of magnets, corrector coils, and compensation solenoids installed
at each longitudinal end of the interaction region. Conceptually the nano-beam scheme
mimics a collision with many short micro-bunches, allowing significant advantages in lu-
minosity with respect to previous conventional schemes. The reduction of the luminous
volume size to about 5% with respect to the predecessor KEKB, combined with doubled
beam currents, is expected to yield a factor 40 gain in intensity. The penalty for such high
intensities are significant challenges in achieving the design performance and operating
steadily, and higher beam-induced backgrounds.

The performance of the SuperKEKB collider is mainly characterized in terms of the
instantaneous luminosity £, which is a measure of collision intensity,

L= JE (1 + i;) I+&y+  Rp

2ere o* ,B;i ’ ng ’

x

where 7 is the relativistic Lorentz factor, e is the absolute value of the electron charge, 7
is the classical radius of the electron, o} and oy are the bunch widths at the interaction
point (IP) in the plane orthogonal to the beam direction (transverse plane), I is the current
of the beam, (3 is the vertical betatron function at the IP [35], &y is the vertical beam-
beam parameter, R, and R, are the luminosity reduction factors and the vertical beam-
beam parameter, respectively, due to non-vanishing crossing angle [36]. The ratio of these
reduction factors is close to unity, while the design values for the other parameters are
reported in table 2.1.
The rate of any given process
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Figure 2.3: Illustration of the SuperKEKB collider [32].

rate [events s7!] = £ [ecm™2 s7!] x o [em?],

is the product of its cross-section and L.

Design Achieved (as of late 2024)

Energy [GeV] 4.0/7.0 4.0/7.0

£, 0.090/0.088 0.0407/0.0279
8; [mm] 0.27/0.41 1.0/1.0
I[A] 3.6/2.62 1.321/1.099

Table 2.1: Design and achieved values for SuperKEKB fundamental parameters
(LER/HER).

The integral of instantaneous luminosity over time 7', called integrated luminosity,
Line = [} L(¢')dt/

is a measure of the number of produced events of interest N = Liyto.

Physics data-taking started in March 2019, and Belle II has integrated 531fb~! of
luminosity at the time of this writing. In 2022, SuperKEKB achieved the instantaneous-
luminosity world record, 4.7x10%* cm™2s~!. In spite of these achievements, a number of
technological and scientific challenges have significantly reduced SuperKEKB performance
compared to design. A number of issues associated with beam injection, collimation, and
short beams lifetime due to the reduction of their dynamic aperture, which also causes high
uncontrollable beam backgrounds, limited the capability to deliver the expected samples of
data in its first five years. Consolidation, improvement and development work is ongoing
to overcome these difficulties.
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Figure 2.4: Two-dimensional sketch of the nano-beam mechanism implemented in Su-
perKEKB (right) compared with the previous KEKB collision scheme (left) [34].

2.2 The Belle II detector

Belle II (figure 2.5) is a large-solid-angle, multipurpose magnetic spectrometer surrounded
by a calorimeter and particle-identification systems, installed around the SuperKEKB in-
teraction point. It is designed to determine energy, momentum, and identity of a broad
range of particles produced in 10.58 GeV ete™ collisions. Belle II is approximately a cylin-
der of about 7 m in length and 7 m in diameter. It employs a right-handed Cartesian
coordinate system with origin in the interaction point. The z axis corresponds to the prin-
cipal axis of the solenoid, which is approximately parallel to the electron beam direction at
the interaction point; the y axis points vertically upward, and the x axis is horizontal and
pointing outward of the accelerator tunnel. The polar angle, 6, is referred to the positive z
axis. The azimuthal angle, ¢, is referred to the positive z axis in the xy plane. The radius,
r = v/x2 + y2, is defined in cylindrical coordinates and measured from the origin in the zy
plane. Throughout this thesis, longitudinal means parallel to the electron beam direction
(to the z axis), and transverse means perpendicular to the electron beam direction, i.e.,
in the zy plane.

Belle II comprises several subsystems, each dedicated to one or few specific aspects
of event reconstruction. From the interaction point outward, a particle would traverse
the beam pipe, a two-layer silicon-pixel vertex-detector (PXD), a four-layer silicon-strip
vertex-detector (SVD), a central wire drift-chamber (CDC), a time-of-propagation central
Cherenkov counter (TOP) or an aerogel threshold forward Cherenkov counter (ARICH),
an array of CsI(Tl) crystals (ECL), a superconducting solenoidal magnet, and multiple
layers of resistive plate counters (KLM).

The principal experimental strengths are hermetic coverage, which allows for recon-
struction of final states involving neutrinos; efficient and precise reconstruction of charged-
particle trajectories (tracks), which provide accurately reconstructed decay-vertices and
good momentum resolution; high-purity charged-particle identification and neutral-particle
reconstruction. A summary of the technological specifications of the Belle II subsystems
is in table 2.2. A detailed description of Belle II and its performance is in Ref. [37]. In
the following, I focus on the electromagnetic calorimeter, which is the subdetector more
relevant for the analysis reported in this thesis.
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Figure 2.5: Top view of Belle II, the beam pipe at IP and final-focus magnets [38].
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The beam pipe is a 3 km-long vacuum enclosure to allow beams circulating inside the
detector. In the following, I refer only to the straight section of the beam pipe surrounding
the interaction point. Multiple Coulomb scattering in the beam-pipe wall of the final-state
charged particles would spoil the vertex-position resolution; this dictates a thin beam-
pipe wall made of a low-Z material. Moreover, since the vertex resolution is inversely
proportional to the distance between the interaction point and the track sampling, the
beam pipe has to be narrow. The possibility for beam-halo to interact with the beam pipe,
thus inducing beam backgrounds, and heating of the pipe wall due to charge induction
complicates the design. Hence, the beam pipe is constantly cooled and shielded from the
vertex detector. The Belle II beam pipe is made of two beryllium cylinders, 0.6 mm-thick
at radius of 10 mm, and 0.4 mm-thick at radius of 12 mm, respectively. A 1.0 mm gap
between the inner and outer walls of the pipe is filled with paraffin for cooling. The beam
pipe is coated with a 10 pm gold sheet that absorbs low-energy photons, which could
damage the silicon detector.

2.2.1 Tracking system

At Belle II, reconstruction of charged particles and ensuing measurement of their momenta
and charges is achieved through an integrated system consisting of six layers of silicon and
a drift chamber, surrounding the beam pipe and immersed in a 1.5 T axial magnetic field
maintained in a cylindrical volume 3.4 m in diameter and 4.4 m in length. The field is
oriented along the z direction and provided by an aluminum-stabilized superconducting
solenoid made of NbTi/Cu alloy. The solenoid surrounds all the subdetectors up to the
KLM. The iron yoke of the detector serves as the return path of the magnetic flux.

2.2.1.1 Silicon-pixel vertexing detector

The innermost detector is a pixel vertex detector [39]. Its goal is to sample the trajectories
of final-state charged particles in the vicinity of the decay position (vertex) of their long
lived ancestors, so that the decay point can be inferred by extrapolation inward.

PXD sensors are based on the technology of depleted field-effect transistors [39]. They
are made of p-channel MOSFET integrated on a silicon substrate, which is fully depleted
by applying an appropriate voltage. Incident particles generate electron-hole pairs in the
depleted region. The charge carriers drift towards the minimum of potential placed under
the transistor channel, and thus modulate a current passing through the MOSFET. Sensors
are 75 pum thick.

The PXD has two layers at 14 mm and 22 mm radii, respectively, and a full length
of 174 mm at the radius of the outer layer. It comprises around 8 million pixels, 50 x
(50 — 55)um? (inner layer) and 50 x (70 — 85)um? (outer layer) each. The polar acceptance
ranges from 17° to 150°. The design impact-parameter resolution is 12 pm, achieved by
weighting the charge deposited in neighboring pixels.

2.2.1.2 Silicon-strip vertexing detector

Around the PXD is SVD, a silicon detector aimed at reconstructing decay vertices and
low-momentum charged-particles at high resolution [40].

It uses double-sided silicon strip sensors. Each sensor is made of a silicon n-doped bulk
on one side, and a perpendicular highly p-doped implant on the other side. This means
that, for each sensor, one side has strips parallel to the beams direction, and the other
perpendicular. A voltage is applied to enhance the depletion region at the p-n junction,
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and removes intrinsic charge-carriers from the region. Traversing charged particles ionize
the silicon, freeing electron-hole pairs that drift due to the electric field thus inducing a
signal in highly granular strip electrodes implanted at both ends of the depletion region.
The fine segmentation and fast charge collection of SVD sensors make possible to deal with
high track-density environments.

The SVD structure consists of four concentric layers at radii of 39, 80, 104 and 135 mm,
composed by, respectively, 7, 10, 12, and 16 independently-readout longitudinal modules
arranged in a cylindrical geometry. As shown in figure 2.6, SVD has a polar-asymmetric
geometry that mirrors the asymmetry in particle density resulting from the center-of-mass
boost. The polar acceptance ranges from 17° to 150°.

Sensors are 300 pm thick, and the separation between adjacent strips (dpiten) ranges
from 50 pm to 240 pum. Hence, the nominal spatial resolution dpjten / /12 varies with the
polar angle. Since the charge associated with an incident particle is usually distributed
among several strips, position resolution is improved by interpolation.

Figure 2.6: (Left) sketch of the PXD detector [41] and (right) exploded view of a SVD
detector half [42].

2.2.1.3 Central drift chamber

The CDC is a drift chamber [43|. It samples charged-particle trajectories at radii between
16 cm and 113 c¢m, thus providing accurate measurements of momentum and electric charge,
trigger information for events containing charged particles, and information on identifica-
tion of charged-particle species by measuring their specific-ionization energy-loss (dE/dzx).
Between SVD and CDC, a small section with 2.5 cm radius is present.

When a charged particle traverses the CDC volume, it ionizes the gas, freeing electrons
and positive ions from gas atoms. A stationary electric field then accelerates these charges
until they approach the sense wires. In their vicinity high field gradients cause an abrupt
acceleration that causes secondary ionizations, which induce an electric signal whose time
is digitized. The particle trajectory is inferred from the time between the collision and the
signal.

The chamber volume contains 14336 30-um-diameter sense wires, divided in 56 layers,
immersed in a gaseous mixture of 50% He and 50% CsHg, while 42240 126-pm-diameter
aluminum wires shape the electric field. Layers of wires are installed with either "axial"
orientation, i.e., aligned with the solenoidal magnetic field, or skewed with respect to the
axial wires with a "stereo" orientation. The azimuthal acceptance ranges from 17° to 150°.

The spatial resolution is about 100 um and the dE/dx resolution is 11.9% for an incident
angle of 90°. Figure 2.7 shows a sliced schematic representation of the CDC and the wire
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configurations.

Figure 2.7: A transverse quadrant of the drift chamber, organized in layers, called super-
layers (left); wire orientation for axial (top right) and stereo (bottom right) layers. Skew
is exaggerated for visualization purposes [44].

2.2.2 Electromagnetic calorimeter

The ECL measures the energy of photons and electrons [45]. High energy photons and elec-
trons entering the calorimeter initiate an electromagnetic shower through bremsstrahlung
and electron-positron pair production. The energy is mostly converted to photons, which
are collected by the photodiodes. In contrast to hadrons, which pass through the calorime-
ter with minimal energy loss, most photons and electrons dissipate their entire energy.

The configuration, mechanical structure, and crystals of Belle II ECL are those of the
calorimeter of the predecessor experiment, Belle. The readout electronic boards have been
upgraded to cope with SuperKEKB’s higher luminosity. The layout is shown in figure 2.8.
The ECL consists of three polar compartments: the barrel, the forward endcap, and the
backward endcap section. The barrel section is 3.0 m long with 1.25 m of inner radius; the
endcaps are located at z = +2.0 m (forward) and —1.0 m (backward) from the interaction
point. Table 2.3 summarizes the geometrical parameters of each section.

Item 0 coverage 0 segmentation ¢ segmentation Number of crystals
Forward endcap 12.4°-31.4° 13 48-144 1152
Barrel 32.2°-128.7° 46 144 6624
Backward endcap 130.7°-155.1° 10 64-144 960

Table 2.3: Summary of ECL parameters.

Efficient 70 detection is essential in this work and requires good separation of two nearby
photons and a precise determination of the opening angle. This requires a segmented
calorimeter. The ECL is a highly segmented array of 8736 cesium iodide crystals doped
with thallium (CsI(T1)). Thallium shifts the energy of the excitation light into the visible
spectrum. The light is detected by a independent pair of silicon PIN photodiodes [45] and
charge-sensitive preamplifiers installed at the outer end of each crystal.

A typical crystal in the barrel section has a 55x55 mm? active surface on the front face
and 65x65 mm? on the rear face; the dimensions of the crystals in the endcap sections
vary from 44.5 to 70.8 mm and from 54 to 82 mm for front and rear faces, respectively. A
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Figure 2.8: ECL layout [38].

diagram of an ECL crystal is shown in figure 2.9. The 30-cm crystal length, corresponding
to 16.1Xg, reduces the fluctuations of shower leakages out of the outermost end of the
crystals, which spoils energy resolution. The crystals are designed in such a way that a
photon injected at the center of the crystal would deposit 80% of its energy in the crystal on
average. The principal axes of the crystals do not point exactly to the nominal interaction
point, but they are inclined to prevent photons from escaping through gaps by about 1.3°
in the 6 and ¢ directions in the barrel section, and by about 1.5° and about 4° in the 6
direction in the forward and backward sections.

Considering the ECL structure — gaps, crystal wrapping, mechanical structure — the
fraction of photons that do not leave a detectable signal in the calorimeter is only 0.2%.

2 PIN diodes S2744-08

Teflon+Al Al box
I Preamp
Acrylite
30 cm
16.1 Xo

Figure 2.9: Schematic design of a CsI(Tl) crystal with attached readout electronic circuits
[46].
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Signals from the photodiodes are sent to two preamplifiers mounted on the rear of the
crystal for charge integration. The two resulting signals are sent to a readout board [45]
located outside the Belle II detector and containing 16 analog shaper circuits. These
channels receive signals from up to 16 CsI(Tl) crystals. A total of 576 shaper modules
are needed to process signals from all 8736 crystals. Shaper circuits amplify and shape
the analog signal to provide a well-defined pulse while removing noise, pile-up due to
overlapping pulses from neighboring events, and other unwanted features from the signal.
The signal is sampled by a digitizer at 1.76 MHz, which corresponds to an interval between
measurements of 567 ns. After collecting 31 samples, the signal waveform is processed using
a photon template fit to compute the signal amplitude of the signal, the time relative to the
trigger signal, and the x? fit quality. The first 16 samples (pedestal) contain information
about the baseline value, while the remaining 15 samples, from the 16th to the 31st sample,
contain the signal waveform. In data, the pedestal is not uniform, but shows fluctuations
due to electronic noise and backgrounds not coming from collisions. An example of a fit is
shown in figure 2.10.

Tsp
. &>
Ten I

Pedestal samples Waveform samples
| vCOMn S S

L L . |
0 10 20 30 15 16 17
Sample number Sample number

Figure 2.10: Fit to the 31 samples containing the pedestal and the signal waveform (left),
and focus on the 16th sample, where the signal starts (right) in simulation [47].

The signal waveforms are analyzed using pulse-shape discrimination to improve particle
identification, since the signal decay time in CsI(TI) includes a fast component of around
0.6 pus and a slow component of around 3.5 ps. The fast component is associated with
the scintillation response to electromagnetic interactions, while the slow component is
associated with the scintillation response to hadronic (e.g., proton or neutron) interactions.
This occurs because scintillation in CsI(T1) for electromagnetic interactions involves the
excitation and deexcitation of T1 atoms, while scintillation for hadronic interactions involves
the excitation and deexcitation of both Tl and Cs atoms, leading to a longer decay time.
The ratio between the intensity of these two decay components varies as a function of the
ionizing power of the absorbed particle. When analyzing the shape of the scintillation
pulse, the shape discrimination can help to distinguish between these different types of
particles. The photon emission spectrum peaks at around 550 nm, which is convenient for
photodiode readout. However, the time for the light in the crystals to decay is relatively
long, increasing considerably the overlap of pulses from neighboring (background) events.
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This means that scintillation light may be present when a particle from a later event arrives,
generating pile-up background.

The ECL also uses Bhabha scattering to measure luminosity. Because the Bhabha
cross section is predicted with high accuracy in QED, a precise inference of luminosity is
achieved from the measured rate of Bhabha events in an instrumented volume of known
acceptance.

2.2.3 Particle identification

Belle II combines measurements of time-of-propagation, Cherenkov radiation, and ioniza-
tion energy loss in the tracker and drift chamber to identify charged particles.

2.2.3.1 Time-of-propagation detector

The TOP detector measures the time of propagation of the Cherenkov photons emitted
from charged particles passing through its quartz bars and internally reflected within a ra-
diator [48]. It is made of 16 quartz bars mounted at 1.2 m from the IP. Each bar has three
main components (figure 2.11): a long bar acts as Cherenkov radiator, where photons are
generated and propagated; a focusing mirror is mounted at the forward end; and a prism
mounted at the backward end collects photons and guides them to a photomultiplier. The
polar coverage ranges from 31° to 128°. On average, photons originated from slower par-
ticles take more time to reach the photomultipliers, because of the inverse proportionality
between 8 and cos6c.

Focusing mirror

Photos
o

Figure 2.11: Scheme of a TOP bar. A charged particle crossing the radiator and emitting
Cherenkov photons, which are collected at the photomultipliers, is also represented [49].

Quartz bar

—

2.2.3.2 Aerogel ring-imaging Cherenkov counter

The ARICH detector identifies charged particles by measuring the Cherenkov ring produced
when passing through a radiator [50]. It consists of 420 modules for photon detection in
seven layers extending from 0.56 to 1.14 m radius, and 248 aerogel tiles installed on the
detector endcaps. The aerogel radiator produces Cherenkov photons when traversed by
charged particles of a certain momentum range. Next to the radiator is an expansion
volume where photons are propagated, to form rings on position-sensitive photodiodes.
Photocathodes then convert photons into photoelectrons and generate electric signals. Two

29



CHAPTER 2. THE BELLE Il EXPERIMENT AT THE SUPERKEKB COLLIDER

adjacent radiators with different refraction indexes generate enough photons for achieving
sufficient resolution, as shown in figure 2.12.

Photon detector:
144-ch HAPD

i

7 - ::i,-‘ﬁ;
\QU Radiator:

aerogel photon iR
radiator detectors Silica aerOgeI

Charged
particle

Figure 2.12: Sketch of (left) the ARICH with its main components [51] and (right) diagram
of the difference in the photon path for Cherenkov photons from kaons and pions [50].

2.2.3.3 K% and muon detection system

The KLM detects muons and neutral particles that do not get absorbed in the inner
detectors, such as K9 mesons [52]. It is made of alternating 4.7-cm-thick iron plates and
active detector elements. Iron elements act also as magnetic flux returns for the tracking
solenoid. In the inner layers, the active material is scintillator, in the outer layers are glass-
electrode resistive-plates chambers, with a gas mixture filling the space between electrodes.
When particles traverse the KLM, they produce charges that are collected by applying an
appropriate voltage. The barrel section of the detector covers 45° to 125° in polar angle.
The endcaps cover 20° to 45° and 125° to 155°.

2.2.4 Trigger and data acquisition system

The ete™ collisions at the Y(4S5) resonance produce a variety of processes. As the events
of interest are only a fraction of the total cross section and it would be impossible to
record all collisions on permanent memory, an online event-selection system (trigger) is
used to distinguish them from background in real time, and to feed only the interesting
events to the data acquisition system (DAQ), compatibly with data processing resources.
The physics processes of interest include hadronic, p/7-pair, Bhabha, and two photon
events. Accept rates of Bhabha and ~7 events, which have high cross section and can be
identified by their distinct signature, are artificially reduced by a factor of 100 to comply
with the data acquisition limitations. Preferably discarded events include beam-related
background resulting from synchrotron radiation, scattering of the beams on the residual
gas, interactions in the beam pipe, and cosmic-ray events.

The Belle II trigger is organized according to a two-level logic, with a level 1 (L1)
hardware trigger followed by a software-based, high-level trigger (HLT).

The L1 trigger, designed for a maximum rate of 30 kHz, uses input from four sub-
detectors: (i) the CDC, which provides three-dimensional track information to suppress
tracks not originating from the interaction point; (ii) the ECL, which gives information
on total energy deposit and cluster multiplicity; (iii) the TOP, which provides timing and
hit topology information; and (iv) the KLM, which gives high-efficiency trigger for muons.
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These are used to achieve a low-level reconstruction that is fed to the global decision logic,
which sends the proper trigger signal if the event passes the selection requirements. The
L1 logic is implemented using field-programmable gate arrays that have a fixed latency of
5 s, with an uncertainty on the trigger timing (jitter) of approximately 10 ns.

Expected cross sections and trigger accept rates for physics processes of interest at the
design instantaneous luminosity of 8x10%°cm™2s~! are given in table 2.4.

Process o [nb] Rate [Hz]
ete™ — Y(49) 1.2 960
ete”™ — qq (g =u,d,s,c) 2.8 2200
ete™ = utpu~ 0.8 640
ete” — 77~ 0.8 640
ete™ — eTe” (Bhabha scattering) 64, > 17° 44 350%*
ete™ = vy O > 17° 2.4 19*

Two photon events (0,5 > 17° and pr > 0.1 GeV/c) =~ 80 ~ 1500

Table 2.4: Expected cross sections and trigger rates of various physics processes at
8x10%cm~2s~! luminosity [37]. Bhabha and v accept rates (*) are artificially reduced
by a factor of 100 to comply with the data acquisition limitations.

Events selected by the L1 trigger are input to the HLT, that makes a decision using
information from all the subdetectors except for PXD. The online software reconstruction
is similar to that used offline. A first selection, performed after the first step of the re-
construction and aimed at discarding about half of the events, is based on requirements
on track multiplicity, vertex position, and total ECL energy deposit. After the remaining
steps of the standard reconstruction are completed, further physics-level selection are per-
formed. After this stage, the number of events is reduced to about 1/5 of those passing
the L1 trigger. The efficiency of the HLT for Y(4S) — BB events is higher than 99%.

Data from the PXD for events that pass the L1 selection are stored in a dedicated
online data reduction system. Once an event passes the selection, HLT extrapolates the
tracks found by CDC and SVD to the PXD layers, defining regions of interest (ROIs).
These are passed to the data reduction system, and only hits matching with a ROI are
transmitted to the DAQ system. This keeps the PXD data size to about 100 kB /event.

Fully reconstructed events are stored in DST files. The size of a DST of a typical
hadronic event is 100 kB. The large amount of information stored in DST files is reduced
into mini-DST to isolate subsets of events of physics processes of interest like hadronic or
7 pairs events. The size of a mini-DST of an hadronic event is around 40 kB.

2.3 Reconstruction of stable particles

Reconstruction is the process through which raw data collected by the detectors are trans-
formed into manageable physics information, in terms of quantity, quality, and proximity to
data-analysis-ready quantities. Several algorithms use low-level objects (detector signals,
alignment, and calibration information) combined with our knowledge of relativistic kine-
matics to produce higher-level objects (tracks, energy deposits, etc). In the work described
in this thesis I use information associated to two types of stable particles, i.e. particles
that do not usually decay in the detector and are detected: charged particles and photons,

31



CHAPTER 2. THE BELLE Il EXPERIMENT AT THE SUPERKEKB COLLIDER

that both contribute to form also the final state of my signal channel in 7= — 7~ (7r0) vy
decay. An outline of the essential aspects of the reconstruction of these, along with the
associated performance quantities follows.

2.3.1 Charged-particle reconstruction

The ideal trajectories of charged particles in a solenoidal magnetic field are helical, with
radius proportional to their transverse momentum. This ideal configuration is altered by
effects such as Coulomb scattering. When reconstructing a track, that is, measuring its
momentum and position of closest approach to the interaction point, we need to take into
account for these possible effects.

Track reconstruction, or “tracking”, in Belle II [44] consists in the combination of se-
quences of hits (measurement space-points) into tracks (full trajectories) after a charged
particle crosses multiple active layers. The first step is called track finding; the second,
track fitting. Tracking relies on PXD, SVD, and CDC information. Due to the different
properties of these detectors, specific algorithms are used for each.

As a first step of track finding, hits in the outer tracking volume (CDC), where lower

occupancy aids track finding, are filtered and reconstructed by two independent algorithms.
One is a global track finding based on the Legendre algorithm [53], which transforms the
position of each hit into a (6, p) pair that represents all the circles traversing both the
IP and the considered hit. Another is a local algorithm that takes into account possible
non-circular trajectories. The global track finding searches for patterns of hits consistent
with helical trajectories, accounting for layer inefficiencies, while local track finding de-
tects extended patterns of nearby hits, to complement the global search and detect short
tracks and tracks displaced from the IP. The results of both algorithms are merged and
the resulting CDC-only tracks are fitted by an iterative fitter based on a Kalman filter,
which accounts also for possible random perturbations on the trajectory due for example
to multiple scattering or energy losses [54].
Then, tracks are extrapolated inward making sure to avoid duplications, and SVD informa-
tion is added. They are fitted again, before being extrapolated further inward to the PXD
to define regions of interest around their expected intersection points. If an excited pixel
is found inside this region, it is included in the pattern recognition algorithm, otherwise it
is discarded.

Finally, the parameters of the track are determined in a fitting algorithm and by as-
suming a mass hypothesis (figure 2.13) and formated into:

e dy, the distance of the point of the closest approach to the z axis;

e ¢, the angle between the transverse momentum and the z axis at the point of the
closest approach;

e w, the track curvature signed according to the particle charge;
e 2, the z coordinate at dp;
e tan A, the tangent of the angle between track momentum and transverse momentum.

Track reconstruction is subjected to uncertainties and errors. A track might sometimes
be a false track, if it includes hits from beam-induced background or combines hits from
two different particles, or a clone track, if other tracks are reconstructed from the same
particle.
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Figure 2.13: Three-dimensional representation of the helical trajectory of an ideal track at
the point of closest approach (P) to the IP (the origin O). Symbol p is the momentum of
the charged particle at the point P, p; its transverse component and A is the angle between
the two vectors [55].

Tracking efficiency, that is the efficiency in reconstructing the track of a particle pro-
duced after a collision in the detector acceptance, varies from 75% at low transverse mo-
menta (O(10) MeV/c) to 95% around 4 GeV/c. It degrades the closer the track is to the
beam axis (small or large polar angles), while it is mostly constant around 90% regardless
of the azimuthal angle.

The observed transverse momentum resolution is o (pr)/pr = 0.0011pr[GeV /c]$0.0025/ 8
as shown in figure 2.14. The momentum- and angle-dependent impact parameter resolu-
tions are o, = 10 ® 25/ (pBsin®/20)um and o, = 15@ 27/ (pPsin®/20) um for the transverse
and longitudinal projections, respectively.
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Figure 2.14: Transverse momentum resolution for collision and cosmic ray Belle II data [8].

2.3.2 Charged-particle identification

Particle identification is essential in flavor physics as most of the interesting channels
are suppressed and therefore affected by signal-like backgrounds that only differ by the
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identity of some final-state hadrons. Particle identification (PID) at Belle II is achieved
by combining information from several subdetectors. The trajectories of charged particles
reconstructed by the tracking detectors, PXD, SVD, and CDC, are extrapolated outward
to the TOP, ARICH, ECL and KLM detectors, where geometric matching between the
tracks and observed signals is attempted. Offline reconstruction associates PID-detector
information sensitive to its identity to each matching track. For example, the drift chamber
output encodes information on the specific ionization energy loss associated with each
track. The raw information is further processed to provide higher-level quantities that are
more convenient for usage in analysis. These are typically ‘likelihood’ values associated to
the track. For each of six possible mass hypotheses, kaon, pion, electron, muon, proton
and deuteron, the likelihood expresses the probability to observe the reconstructed PID
information if the mass hypothesis was true.

For each detector and particle-hypothesis, the likelihood is usually obtained by com-
paring the expected and the observed value of the raw information, taking into account
the uncertainties. For instance, in the CDC such information is dE/dzops(h), the specific-
ionization energy-loss observed for a charged particle h, averaged across the CDC wires.
The resulting (natural logarithm of) the likelihood is

dE dE 2
1 dzx obs( ) " dr exp—h (h’)
CDC p—hyp
ln Ehyp (h) = —5 O'Obs(h) 5 (21)

where ‘hyp’ represents the particle hypothesis and oops(h) is the observed uncertainty on
dE/dxons(h), which mainly depends on the number of CDC hits associated to h. The ex-
pected value dE/dTexp—nyp(h) is the average ionization-energy loss from a charged particle
h that has the observed momentum, assuming the hypothesis ‘hyp’; calculated using the
Bethe-Bloch equation [56,57] modified according to minor empirical adjustments to adapt
to the details of the CDC response. Figure 2.15 shows the dE/dzops(h) distribution for
various particle species in Belle II data and the expected energy loss for each of the six
mass hypotheses considered.

In the TOP, the likelihood is calculated by comparing the observed number of detected
photons associated to the charged particle with the photon yield expected from simula-
tion [58,59|,

Shyp (T3, iy h) + B(ws, t;)

TOP (7 _ 2N
In Ly (h) =%;2,1n N.(h)

hyp

+ In Py (Ne(h)), (2.2)

where z; and t; are, respectively, the positions and times of arrival of the N Cherenkov
photons excited by the charged hadron h. The term Sy (x,, h) is the signal distribution
for the hypothesis ‘hyp’; B(x,t) is the distribution of background; and N(h) = Nuyp(h) +
Np is the expected number of detected photons, which is the sum of the expected number
of signal photons Ny, (h) for hypothesis ‘hyp’ and background photons Np. The second
term in Eq. (2.2) is a probability for a Poisson with mean N, to generate N photons [58].
Figure 2.16 shows an example of the identification of a kaon in the TOP detector: the
positions and arrival times of Cherenkov photons are compared with the values expected
for a pion or a kaon.

Using the likelihoods for the various mass hypotheses, Belle II algorithms construct a
particle identification variable PIDﬂ% for every detector, which is directly used in physics
analyses. As an example,

Edet( h)

PIDd () = u , 2.3
= (h) £get(h)+£(}§t(h)+£§et(h +£M(h)+£get(h)+£‘jet(h) (2:3)
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Figure 2.15: Distribution of (points) observed ionization-energy loss as a function of mo-
mentum for charged particles from hadronic events reconstructed in Belle II data, along
with average expected values (solid lines). Reproduced from Ref. [46].
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Figure 2.16: Example of kaon identification in the TOP detector. Arrival time of the
Cherenkov photons as a function of position is compared with the expectations for (left) a
pion and (right) a kaon passing in the TOP [46].
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is the PIDﬂ;‘;D expression associated with the pion mass hypothesis' , but the PIDﬂ;%
values for other mass hypotheses are obtained by replacing the likelihood at the numerator
L£3°(h) with the corresponding hypothesis-specific value £{! (h). The quantity PID{" (h)
is defined similarly to a likelihood ratio L£y/L1, which is the best-performing quantity
to test two alternative simple statistical hypotheses [60]. The PIDﬂ;E3 variable assumes
values from 0.0 to 1.0. The larger the PIDﬂ;‘;), the higher the probability of observing the
reconstructed particle-identification signatures assuming true the chosen mass hypothesis.

Information from individual detectors is combined to improve the identification perfor-
mance. The detector-specific likelihoods are combined together as a product,

Liyp(h) = Lisgy (W) Ly’ (h)Ligy’ (B) Lo T () LEL () L5 (R), (2.5)
and the result is used in Eq.(2.6) to obtain the detector-combined PID. If a particle does
not get reconstructed in a detector because, for instance, it escapes its acceptance, no PID
information from that detector is available and the corresponding individual likelihood is
set to unity.

Of the two main PID detectors, TOP allows separating pions from kaons at 0.4 —
4 GeV /c momenta with kaon identification efficiency of 85% and pion misidentification
rate of about 10%, while ARICH separates pions from kaons across all their momentum
and discriminates also pions, electrons, and muons below 1 GeV /¢ with 40 separation or
more.

Combining information from all detectors, the electron and muon identification effi-
ciencies are respectively 86% and 88.5% after requiring the binary PID to be larger than
0.9, with pion misidentification rates of 0.4% and 7.3%, respectively. Binary PID is an
additional PID variable that compares only two mass hypotheses, for example

ﬁdet (h)
PIDI% (h) = z :
o (h) L3t (h) + L)

(2.6)

Data and simulation agree, except at low momenta where discrepancies within 20% are
observed. Performance of kaon identification for a threshold of 0.8 on the kaon-pion binary
PID is summarized in figure 2.17. Efficiency varies from 95% to around 60%, depending
on kaon momentum and polar angle. The pion misidentification varies from about 20% to
less than 5%.

'In practice, the Belle II software expresses PIDyyp using only the natural logarithm of the likelihood

values,
eln Lpyp—InLyax eAln Lhyp

i (el £i—n Laiax) = Si(eAlm L)

where Lyiax is the largest of the likelihood values over the six hypotheses.

PIDpyp =

(2.4)
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Figure 2.17: Kaon identification efficiencies and pion misidentification rates for events
having a binary PID larger than 0.8, in data and simulation as functions of (left) kaon
momentum, and (right) cosine of the polar angle in the laboratory frame [47].
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2.3.3 Photon reconstruction

Given the relevance photon reconstruction has in this thesis, we outline its main aspects
in more detail here.

Photons are reconstructed from energy deposits in the ECL not associated with any out-
ward CDC track extrapolation. When photons impinge on the ECL, they undergo electro-
magnetic interactions with the crystals thus depositing energy, which is commonly spread
across multiple crystals and might overlap with energy deposits from other nearby pho-
tons. In each collision that passes the trigger, the information of all 8736 crystals in the
calorimeter is recorded for offline analysis. Raw crystal-level information is translated into
photon candidates used in Belle IT analyses through the photon reconstruction algorithms.

Sets of calorimeter crystals showing energy deposits are called clusters, and the pro-
cess by which the energies and times observed in each of the crystals are converted into
a set of clusters is called cluster reconstruction. The cluster reconstruction algorithm, il-
lustrated in figure 2.18, starts by dividing the calorimeter active surface into connected
regions, which are contiguous sets of crystals containing significant energy, isolated from
all other connected regions. A connected region is assembled starting from a seed crystal,
whose energy must exceed 10 MeV. The eight immediate neighbors to the seed crystal are
examined and included in the connected region if their energy exceeds 0.5 MeV. If any of
these have energy greater than 10 MeV, their neighbors are also examined, and the process
repeats. To form an idea of the chosen thresholds, the electronic noise is of order 0.35 MeV,
while energy deposits from beam background typically range from 0.5 MeV to 1 MeV in
the barrel and forward endcap, and up to 2 MeV in the backward endcap.

Each connected region is then divided into clusters, one per local maximum. A local
maximum is a crystal whose energy is greater than the seed energy and is greater than its
eight immediate neighbours. If more than one local maximum is detected, the energy in
each crystal is shared among the resulting clusters. For each local maximum ¢, each crystal
J in the connected region is assigned an energy weight

e N L
where R; is the distance from the crystal j to the location of the centroid of the cluster
associated with the local maximum i, R, is 1.43cm (40% of the Moli¢re radius), and
El = ij;-Ej is the total energy of cluster ¢ deposited in the crystals, where Ej; is the
total energy in crystal j. The weight wj is the fraction of the energy in crystal j assigned
to each cluster, and does not depend on the energy in the crystal, but rather on the energy
of the clusters and the distance between the crystals and cluster centroid.

The properties of the cluster, including the centroid position, are derived from the
corresponding set of associated crystals. The centroid is the weighted sum of the positions
of the crystals, where the weight w}i for cluster 4 from crystal j is

wf =4+ log(wEj/Elym)-

Only crystals with positive weights (corresponding to crystals containing at least 1.8% of
E!.) are included in the sum. This is an iterative procedure. The centroid position is
initially taken to be the center of the crystal exhibiting a local maximum, and cluster
energy to be 50% more than the energy in the crystal showing the local maximum. The
position and energy are updated after each iteration, and the process repeats until the
centroid positions are stable. The process is similar for connected regions with only one
local maximum, but in this case, the energy weights are all unity.
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Figure 2.18: Scheme of the steps of cluster reconstruction. Seed crystals are identified (top
left), neighbouring crystals are attached if they have a large enough energy (top right),
connected regions are created (bottom right), and finally if a connected region has more
than one local maxima, it is split in more clusters (bottom left) [47].
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Cluster shape quantities are calculated using all crystals in the cluster. The energy is
the sum of energies in the N most energetic crystals, where N depends on the location in
the detector, the photon energy, and the level of beam-induced backgrounds in the event,
estimated using out-of-time events, that are events with times far from the trigger time.

Finally, clusters associated with a CDC track, or with energy less than 50 MeV, or
having times further away from the trigger time than (nominally) 99% of real photons of
that energy, are discarded.

The energy of the surviving clusters is calibrated using simulated single photon events
due to various effects that can modify their true energy: energy leakage out of the back of
the calorimeter, energy deposited in inactive material between crystals or in front of the
calorimeter, or energy deposited in crystals not included in the cluster energy calculation.

Finally, we associate to the cluster a reconstructed photon (or neutral hadron) candi-
date.
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2.3.3.1 Photon matching

A particle reconstructed in simulation is considered “correctly reconstructed” if it is “matched”
with the underlying generator-level particle. In the case of a photon, a cluster is correctly
matched if a certain fraction of its reconstructed energy is attributable to the generated
particle.

Each cluster can have weighted relations with up to 21 crystals. Each excited crystal,
in turn, can have a weighted relation with none, one, or multiple generated particles. The
weight between a cluster and a generated particle is given by the product of the weight
between the corresponding cluster and crystal and the weight between the crystal and the
generated particle. The weight between the cluster and the crystal, as described above,
is just the fraction of energy the crystal contributes to the cluster. The weight between
the crystal and the generated particle is calculated using the total energy deposited by the
generated particle in each crystal. If multiple relations exist between a given cluster and
generated particle, only the relation with the largest weight is used for photon matching.
Truth matching is set between the reconstructed cluster and the generated particle if the
following conditions are met:

e the generated particle is actually a photon,
o weight/FELee > 0.2GeV, and
o weight/FEipye > 0.3 GeV,

where Eiq is the reconstructed energy and E},e is the true energy in simulation. If the
generated particle is not a photon no match occurs. This applies even if one of the other
lower-weighted relations for the particle is correct.

2.3.3.2 Shower topologies

Once clusters are reconstructed, the distribution of the detected energy within the crystals
in each provides information about the spatial distribution of the released energy, so-called
"shower-shape". This in turn offers information useful to statistically identify the various
phenomena that generated the interaction.

The simplest shower shape originates from a single photon where the maximal energy
is deposited in the center crystal of a shower symmetric around the crystal main axis. The
whole shower is typically contained in an array of about 5 x 5 crystals, even for high photon
energies. Example shower shapes are shown in figure 2.19 for simulated events.

While electron—induced clusters are intrinsically similar to photon clusters, their shower
shape is often different due to additional bremsstrahlung photons emitted in the interaction
with material surrounded by the ECL. These photons lead to less well-defined cluster shapes
for electrons when compared to photons. In addition, electrons are bent in the magnetic
field, which may result in a different entry angle into the ECL and a deviation of the
shower from the radially symmetric shape even in the absence of additional radiation.
Final state radiation photons collinear with the electron resulting from the collision can
overlap or merge with the electron shower. Example shower shapes with and without
radiated photons are shown in figure 2.20 for simulated events.

Highly—energetic 7% mesons yield two photon showers that may overlap or merge. To
recover these single showers as 7° mesons requires a dedicated reconstruction. Example
shower shapes with overlapping and merged photons are shown in figure 2.21 for simulated
events. Overlapping photon showers share crystals but have separate seeds, whereas merged
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Figure 2.19: Simplified event displays of the energy deposition of two simulated photons
with £ = 1.5GeV. In addition to the seed crystal, a 5 x 5 area around the seed is
marked [47].
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Figure 2.20: Simplified event displays of the energy deposition of (left) one simulated
electron with £ = 2.0 GeV and (right) one simulated electron with E' = 2.0 GeV and an
additional radiated photon [47].

showers have only one seed. In this analysis, I did not include the fraction of overlapping
and merged photons in the reconstruction.
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Figure 2.21: Simplified event displays of the energy deposition of (left) one simulated
merged ¥ with E = 2.0 GeV and (right) one simulated 7° with E = 2.0 GeV with over-
lapping photon showers [47].
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A fraction of neutral hadrons, such as neutrons and K9, undergo strong interactions in
the ECL: the resulting shower shape is irregular and radial asymmetric. Example shower
shapes are shown in figure 2.22 for simulated events. If charged hadrons interact strongly
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Figure 2.22: Simplified event displays of the energy deposition of (left) one simulated Kg
with E = 1.5 GeV with two seeds and (right) one simulated K? with E = 1.5 GeV [47].

within the ECL, they produce irregularly shaped showers in addition to a tilted entry
angle due to the magnetic field. If they do not interact strongly, they still leave a small,
mimimum-ionizing-like signal similar to that of as muons. An example of shower shape is
shown in figure 2.23 (left) for a simulated event. Additional radiated photons may lead to
rather complicated topologies of overlapping hadron and electromagnetic showers.
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Figure 2.23: Simplified event displays of the energy deposition of (left) a simulated charged
pion with £ = 1.5 GeV and (right) a simulated muon with F = 2.0 GeV [47].

Particles like muons and hadrons that do not interact strongly within the crystal are
minimum-ionizing, depositing around 200 MeV almost solely in the crystals directly trans-
versed by the particle. An example shower shape is shown in figure 2.23 (right) for a
simulated event. Additional radiated photons may lead to an overlapping minimal ionizing
signal with electromagnetic showers.

2.3.3.3 Neutral particle reconstruction performance

The energy resolution for photons ranges from og/E = 7.7% at 100 MeV to 2.2% at 1
GeV. The resolution on the reconstructed 7° mass is 5.4 MeV /c2.
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Chapter 3

A novel approach for the
determination of the 79
reconstruction efficiency

This chapter states the motivations for an accurate 7™ reconstruction efficiency, outlines
the methods used so far at Belle II, and introduces my proposal for a novel approach.

3.1 Motivation

Inspection of the systematic uncertainties in absolute rates measurements involving final-
state 70 mesons at Belle II shows that the 7° reconstruction efficiency is among the domi-
nant contributions (see table 3.1). The table lists the systematic uncertainties considered
in the measurement of the branching fraction and CP asymmetry of BY — 7% 7% decays
from an analysis of 198 x 105 BB mesons pairs collected by the Belle I experiment. The
total systematic uncertainty is 16% and about 12% is due to the uncertainty on the 7°
reconstruction efficiency. An additional relevant case is the B® — .J/+ 7% decay, in which
the overall systematic uncertainty is 3.7%, 16% of which is represented by the uncertainty
on the 7V reconstruction efficiency [26]. These are just two examples, out of several, that
show how a better understanding of the 7° reconstruction efficiency is important to enable
more precise constraints on important physics parameters.

3.2 Challenges

The efficiency of reconstructing a particle, such as the neutral pion in this case, is tipically
defined as the probability for detecting, reconstructing, and correctly identifying such a
particle when produced in a collision. The efficiency accounts for the geometrical accep-
tance of the detector, the probability for the particle to reach the active region of the
detector without interacting earlier, the probability for that particle to interact in the ac-
tive region, the probability that the interaction generates a signal above electronic noise,
et cetera, and the efficiency of the selection requirements used to discriminate background
processes. To measure the efficiency, an unbiased sample of neutral pions is typically used.
One option is to use a full, realistic simulation: knowing the number of generated particles,
one can count the number of surviving particles after simulating the full chain of detection,
reconstruction, and selection. However, simulation would likely fail in reproducing the true
value of the reconstruction efficiency accurately due to approximations and simplifications
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Source B(%) Acp
7~ reconstruction efficiency 11.6| n/a
Continuum parametrization 7.4  0.02
Continuum classifier efficiency 6.5 n/a
14 7 /f% 2.5 n/a
Fixed BB background yield 23 0.01
Fixed signal r bin fractions 2.2 001
Knowledge of the photon-energy scale 20 n/a
Assumption of independence of AF fromr 1.8 < 0.01
Number of BB meson pairs 1.5 < (.01
Choice of (My,, AF) signal model 1.3 0.02
Fixed continuum r bin fraction 1.1 <0.01
Branching fraction fit bias L0 n)a
Best candidate selection 0.2 <0.01
Mistagging parameters n/a  0.05
Potential non-zero BB background Aqp n/a  0.03
A(;p fit bias n/a 0.02
Continuum q - r asymmetry n/a  0.01
Total 16.2  0.07

Table 3.1: Summary of systematic uncertainties for the measurement of the branching
fraction and CP asymmetry of BY — 7079 decay using 198 x 106 BB pairs reconstructed
in Belle IT data. The total uncertainty is calculated by adding all systematic uncertainties

in quadrature. Reproduced from ref. [28].

used to model the detection processes involved. In the case of 7 — ~~ reconstruction,
we might have differences between data and simulation especially due to multiple different

factors:

e Imperfect modeling of the material distribution in the detector. A pho-
ton can undergo pair production in the material of the detector before reaching the
calorimeter. If the resulting electron and positron are reconstructed in the tracking
detectors, the corresponding clusters in the calorimeter, if any, are identified as being
produced by a charged particle and the photon candidate is not reconstructed as
such. Even if the reconstruction algorithms still finds a photon candidate, the energy
resolution might be degraded, leading to a 7 candidate with an incorrectly recon-
structed mass, which gets discarded. Because the description of the material within
the detector, or the description of the interactions of the materials and photons may
not be completely accurate, discrepancies between the data and the simulation could

occur, affecting the efficiency;

e Imperfect modeling of photon-shower shape. In order to discriminate elec-
tromagnetic from hadronic showers, shower shape variables, such as the number of
crystals associated with a shower are used. Showers shapes are difficult to simulate
as they require a detailed description of the particle interactions in the crystals. Ap-
proximations used in modeling often generate efficiency differences between data and

simulation;

e Split-offs. The particle showers created by hadrons interacting with the material in
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the calorimeter contain a fraction of neutral hadrons. Such secondary hadrons can
travel a sizable distance in the calorimeter before interacting with the material and
depositing (a part of) their energy. These so-called split-offs leave the signature of a
calorimeter cluster without an associated track pointing to it, which resemble closely
a genuine photon. As for the photon-shower shape, a detailed modeling of hadronic
showers is difficult: split-offs present a further potential source of difference between
data and simulation;

¢ Unmodeled backgrounds. Real data events typically contain more (low-momentum)

photon candidates than simulation, most of which originate from beam-related back-
ground. This background consists primarily of electrons and positrons from radiative
Bhabha scattering that hit elements of the detector or the beam pipe, producing neu-
trons with energies in the MeV range, which then can produce low energy showers in
the calorimeter. These additional photon candidates increase the number of photon
combinations in data, giving rise to more 7¥ candidates, especially at low momen-
tum. Differencies in photon multiplicity between data and simulation are likely to
introduce discrepancies in the efficiencies.

The above effects, and possibly others, imply that determining the efficiency using only
simulation is likely to be unreliable and would require relying on unsupported assumptions.
A more robust approach is to use control data to correct the findings of simulation.

3.3 Current Belle II approaches

In Belle II, the ¥ reconstruction efficiency is typically obtained from the ratio of decay rates
between channels that differ only by the presence of a 7 at the numerator, normalized
by the branching fractions of the relevant processes. If the initial state is the same for
denominator and numerator processes, and all final state particles at the denominator are
also final states of the numerator, the ratio of event rates after accounting for the respective
branching fractions, isolates the 7° reconstruction efficiency as the only remaining factor.

Figure 3.2 offers an overview of the methods currently used in Belle II. The main
limitations of many of these approaches are the irreducible systematic uncertainties due to
limited knowledge of the branching fractions of the decays used, and the restrictions in 7°
momentum that limit the applicability of the resulting efficiency.

An example is the ratio of DY — K~ 7+ 7% over D — K~ nF. The equation defining
the 70 reconstruction efficiency is

N(D° — K~ at70) B(D? — K~ )
N(DO - K- nt) B(DY— K-t a9)B(70 — vv)’

€p0 =

where N(D° — K~ 7t 7% and N(D° — K~ ") are the observed signal yields of
DY —» K~ 7t 7% and DY — K~ 7T decays, respectively.
Hence,
g0 N(D°— K= 7t 79 /NMC(DY - K~ 7t 70)

eMC N(DY — K- n+)/NMC(DO — K 1)

Large samples of pure D mesons decays are available, so the statistical uncertainty on
this measurement is small. Nevertheless, the method is limited by the 2.6% uncertainty
on B(D® — K~ 7t)/B(D° — K~ 7t x%) [12], and by possible discrepancies between data
and simulation in the Dalitz distribution of DY — K~ 7T 70 decays, which are hard to
decouple from 70-related effects. Unless more precise measurements of B(D? — K~ 7 ™T)
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and B(D" — K~ 7T 1) become available, this method remains therefore limited by the ir-
reducible systematic uncertainty from the branching fraction ratio, and will be not suitable
for future Belle II analyses.

As shown in table 3.2, a method that may circumvent the previous problems is the one
yielding the absolute reconstruction efficiency from the process ete™ — y1sg w(— 77 7).
Unlike other methods, where the 7° reconstruction efficiency in data is determined relative
to simulation, in this case one accesses the absolute ¥ efficiency through e*e™ annihilation
in three pions with an additional photon from initial state radiation. Here, we use partially
and fully reconstructed events,

Nyo(w(—= 77 7°%) yisR)
Ny(w(—= 77 70) yisr)

Eq0 =
where N0 is the number of events reconstructed after ¥ reconstruction and relevant
selections, and N, is the number of events estimated using only the properties of the
beam, the charged pions, and the ISR photon. By exploiting the kinematic constraints
imposed by the conservation of the four-momentum and knowledge of the collision energy,
it is possible to reconstruct the w meson without using any information about the V.
This method uses large samples, achieving an accuracy of less than 1% and a correction
applicable to 7° momenta of 0.2 — 4.5 GeV/c. However, estimating efficiency with this
method is nontrivial. The channels considered have large backgrounds, making it complex
to model the shape of the background itself, which results in additional modeling systematic
uncertainties. Indeed Belle II has not yet been able to finalize this method.

Another promising method is based on 7 decays. Currently the collaboration compares
the decay 7= — 37T 701, with 7= — 37%na®v, (n is 7% multiplicity). This method
probes a wide 7 momentum range (0.2 — 4.5 GeV/c) and would achieve an accuracy
of about 2%. The issue lies in the description of the kinematic properties of the decay
7= — 37t 70, which are not precisely known and are likely to differ between data and
simulation, resulting in further hard-to-assess systematic uncertainties. Depending on how
multibody kinematics is modeled in simulation, one can incur in apparent data-simulation
differences in efficiency not arising from an erroneous 7° reconstruction but arising from
an incorrect description of the decay.

In summary, the accuracy in knowing the 7° reconstruction efficiency is currently lim-
ited to about 3% — 4% in Belle II. Alternative methods to those used so far should be
explored and developed in order to make optimal use of Belle II data.

3.4 A novel proposal

This thesis aims to measure the 7° reconstruction efficiency using 7 decays. Unlike the
method based on multibody 7 decays, this new approach uses the yield ratio between a
three-body decay, 7~ — 7~ 7% v, and a two-body decay, 7~ — 7~ v, in which kinematic
modeling uncertainties are much reduced. In addition, the higher branching fractions of
the channels considered (25.29% and 10.82% respectively) yield more abundant samples.
These advantages are likely to allow for a more accurate estimation of the 7% reconstruction
efficiency.

On the other hand, since the multiplicity of particles in the final state is an important
discriminating observable against low-multiplicity backgrounds such as Bhabha events, the
presence of extra tracks, as in the multibody approach, is an advantage.

Also in this case the key idea is to use 7 decays that differ only for one 7° in the final
state, such that the ratio of reconstructed signal yields in the same data set provides access
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£(m9) = p(m°) Expected m° Resulting
[GeV/c] systematic unc. efficiency
D° - Krx® . -0. 3.6%
DO channels 5 Ke BR 0.05-0.2 (~all from irreducible BR Relative to MC
r 0.2-3.0 systematic)
o 3 1.8-2.4%
tchannels X -BR 02-45 (1.2% from irreducible BR |  Relative to MC
T systematic)
0 1-49%
w ISR M 0.2-4.5 Now: T 4/0 Absolute
yisp7w recoil Expected: <1%
n— 371.0 4%
n channels v — 0.2-10 (0.7%—1.6% from Relative to MC
RS LA Indiidd irreducible BR systematic)
SO in DO Ratio of totally and
channels partially 0.2-15 n/a Absolute
reconstructed
Ratio of totally and
BO — mt-DO* partially 0.05-0.2 n/a Absolute
reconstructed

Figure 3.2: Overview of the methods currently used for estimating 7° reconstruction effi-
ciency in Belle II and their features.

O reconstruction efficiency.

The signal yield of the numerator decay 7= — 7~ 7

to

Op, is

Y, = |olete = 7777) /.C(t) dt] [B(rm = 7 7 v)B(r = )] - [er-gqo], (3.1)

where ¢ is the cross section, f L(t) dt is the integrated luminosity of the data set considered,
B are the branching fractions of the decays, and € are the reconstruction efficiencies of
the single particles assuming that the joint efficiency factorizes into the product of single
efficiencies.

The denominator decay 7~ — 7~ v, features the same charged particles in the final
state, and has yield

Yy=|o(eTe” —7777) /C(t) dt] BT =T v)] el ] (3.2)
Solving equations 3.1 and 3.2 for €0, we obtain
Y, (7'_ — a0 1/7) B(r— — 7 vy)
Eq0 = . (3.3)
Yo(rm =7 vy) \B(rm =7 70v) - B(#Y = ~v7)

The only intrinsic limit of this method is related to the uncertainty associated with the 7
lepton branching fractions [12],

Bt~ =7 v;)

= 0.430 £ 0.003
B(r— =7~ mv;) - B(r0 — v7)

(3.4)
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which is 0.70%: this sets a bound to the minimum uncertainty achievable, which is a factor
of about four better than current Belle II performance. In addition, as shown in figure
3.4, the processes cover a wide spectrum of 7% momentum, from less than 0.2 GeV/c to 5
GeV /¢, providing good overlaps with the typical momentum range of 7° from B decays.
After applying equation 3.3 to simulated and experimental data, the simulation correction
factor efr%t“ / 5%0 is derived. In this ratio, I assume that all differences between data and
simulation are due to the 7° reconstruction efficiency. Systematic uncertainties related to
this assumption are discussed later in this thesis.

This method has not yet been developed in Belle II, but had been used in previous
experiments. We expect the uncertainty of the results to be dominated by the systematic
component as the involved processes have high rates. At SuperKEKB 7 leptons are pro-
duced in the e™ e~ — 77 77 processes with a cross section of 0.92 nb through the leading
process whose Feynman diagram is shown in figure 3.3.

v/Z°

+ +

(& T

Figure 3.3: Leading Feynman diagram for e™ e~ — 7+ 7~ mediated by a photon or by a
virtual Z° boson.

With a luminosity of about 4x103% cm™2s™! as achieved recently, we would expect
an event rate of 777~ pairs of approximately 40 Hz. This, combined with the relevant
branching fractions, provides abundant samples for reconstructing 7 lepton decays.

Belle Il (simulation)

0.05 ff, dt = 258 b1

0.04

0.03

Candidates fraction per 0.1 GeV/c

o b b b g Ly e oo Lo L ey

1 2 3 4 5 6 7 8 9 10
P [GeVic]

OO

Figure 3.4: Distribution of 7° momentum from simulated 7= — 7~ 7% v, decays in Belle
I1. Histogram is normalized to unit area. The integrated luminosity corresponds to [ £ dt

— 2.58 fb— L.
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3.5 Measurement strategy

The goal of this work is to measure the 7° reconstruction efficiency using the approach
described in the previous section. Requirements for the proper application of this method
are

e The kinematic properties of the final-states particles shared between the numerator,
O v,, and the denominator, 7~ — 7~ v,, should be as similar as possible,
thus allowing for first-order cancellation of the common efficiencies for the charged
pion in equation 3.3. Where these selections differ, reliable corrections must be
applied to ensure the validity of the method;

T — T T

e There should be no contamination between the numerator and denominator sam-
ples, as this would compromise the independence of the two samples by introducing
correlations that would not be easily accounted for in the efficiency;

e Because the denominator has a very minimal signature, based on a single track, it is
very susceptible to contamination from background processes that mimic the signal
decay. Hence, it is necessary to ensure the maximum purity of this sample.

To develop my efficiency estimation, I start with a simplified scenario that considers
only 7 pair production events, and then extend the analysis to a more realistic simulated
scenario, to demonstrate its validity under realistic conditions.

In the analysis, to ensure consistency of selections, I adopt criteria that are as homoge-
neous as possible between the numerator and denominator, using simulation to correct for
any remaining discrepancies. In addition, to reduce the main background processes from
the outset, I choose to apply in reconstruction an exclusive requirement for leptonic decays
of the non-signal 7.

To avoid overlap between the samples, I define two disjoint samples by applying a
selection based on the number of photons in the signal side. Furthermore, to obtain a
highly pure sample of events 7= — 7~ v, I implement a targeted optimization. The
purity of the numerator is more straightforward, since the presence of the 7° provides an
additional selection criterion through the diphoton mass.

I determine the signal yield for the 7= — #~ v, channel through direct event counting
and I extract the signal yield for the 7= — 7~ 7’ v, decay channel performing a fit on the
70 invariant mass distribution.

Finally, using these yields, corrected for the respective branching fraction and selection
or reconstruction discrepancies, I estimate the 7° reconstruction efficiency.
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Chapter 4

T-analysis generalities, samples and
tools

This chapter describes T-analysis generalities and the samples used. I provide a brief ex-
planation of the processes that can mimic signal, followed by an overview of T lepton decay
topologies. I then discuss several observables that discriminate between T pair production
and other background processes used later in our analysis.

4.1 Signal processes

The production cross section of the main final states produced in eTe™ collisions are sum-
marized in figure 4.1. This is identical to figure 2.1 and I include it here for the reader’s
convenience.

olete™ - e*e(y)] = 300 nb

olete” - ptu~(»)] =1.15nb
olete™ — uii] = 1.61 nb
olete” — dd] = 0.40 nb
olete” — 551 = 038 nb
olete = ¢f] =1.30 nb

olete” = Y(4S)]=1.11nb

olete™ = yy(y)] = 4.99nb

alete” — vi(y)] =0.25-107% nb
olete” = tvr7(y)] = 0.92 nb

Figure 4.1: Pie chart of the cross sections for the main processes produced in e*e™ collision

at the Y(4S) center-of-mass energy [8].
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The 7 pair production cross section, at 0.92 nb, is a small fraction of the total. These
events are distributed over several decay channels (table 4.1). In the remainder of this
thesis, by numerator I mean the data reconstructed to extract the 7= — 7~ 7% v, yield
(numerator in equation 3.3); by denominator, I mean the data reconstructed to extract
the 7= — 7~ v, yield (denominator in equation 3.3). Both the numerator 7= — 7~ 7% v,

and denominator 7~ — 7~ v, decays are signals of interest for this analysis.

Decay channel Branching fraction B

7~ =1 7lu, (25.49 + 0.09)%
TT = e Uelsr (17.82 £ 0.04)%
(R AV P 7 (17.39 + 0.04)%
T =T vy (10.82 + 0.05)%
= =7 210, (9.26 + 0.10)%
7~ = 7 370, (1.04 4+ 0.07)%
™ K v (0.696 + 0.010)%
7~ = K 7%, (0.433 £ 0.015)%
7~ =7 4nlu, (0.11 4 0.04)%

Table 4.1: 7 decay channels considered in this analysis and their branching fraction [12].

4.2 Typical background processes

The measurement concept discussed in the previous chapter ideally assumes that only the
signal is present in the analysis sample. However, in practice, as shown in table 4.1 and
figure 4.1, the sample contains backgrounds. It is convenient to discuss in advance some
generalities on the nature of these backgrounds, since they represent a primary challenge
in this study and are a significant limitation for an accurate estimation of the 7% meson
reconstruction efficiency. This issue is particularly relevant for the denominator, which,
being less distinctive, is the most vulnerable to contamination by background processes.

The principal distinguishing feature of ete™ — 777~ events is the low multiplicity in
the number of particles produced in the final state. This allows to distinguish them from
hadronic backgrounds like eTe™ — ¢g, and eTe~ — BB, which have competing production
cross sections. These processes, which typically generate 5 to 10 charged particles in
the final state, can be straightforwardly discriminated against 7 pair-producing events by
selections based on track multiplicity. However, several other background processes are also
characterized by low multiplicity and can therefore contaminate our sample, emulating 7
pair events. These processes can be classified into two specific categories.

The first category includes so-called low-multiplicity backgrounds. They consist mainly
of Bhabha decays (eTe™ — eTe™), which, due to cross section 300 times larger (figure 4.1)
and the presence of only two tracks in each event, represent the principal background. This
category also includes muon-pair, four-electron, and two-muon and two-electron processes.
For these events, multiplicity does not prove to be an effective suppression criterion. There-
fore, it is necessary to use additional observables, discussed later, to discriminate them
against signal.

The second category includes 7 decays that are not relevant to our analysis (table
4.1) but could mimic the signal channels. Those expected to predominate are 7 leptonic
decays, i.e., 7~ — £~ v, 7y. These processes constitute about 34% of the total T branching

51



CHAPTER 4. 7-ANALYSIS GENERALITIES, SAMPLES AND TOOLS

fraction and yield a single track in the final state just as our denominator. Therefore, it
is necessary to use other observables, discussed later, to improve discrimination between
signal and these backgrounds.

4.3 T decay topology

y " e
ki missing energy
missing energy . v

. > . T
T/' v, 7
e+ e-

et

I+ ’/T .. I+ A ..
i ..‘ X ‘~‘
. . W R / &
» R 5 s

v :
N N v
Vi Ty v

missing energy missing energy

Figure 4.2: Hlustration of the 1x1 topology in the center of mass system. Both the signal
("1-prong") 7= — 7~ 7% v, (left) and 7~ — m~ v, (right) and leptonic tag side ("1-prong")
are in opposite hemispheres.

In order to help the understanding of the subsequent description of the discriminating
observables, I discuss some specific aspects related to 7-lepton analysis at Belle II. Here, I
always refer to the center-of-mass reference frame (c.m.). Following the collision a pair of
7 leptons are produced in an electromagnetic process mediated by a virtual photon or Z
boson. In the c.m., the two leptons move away from each other in opposite directions each
with energy equal to half the collision energy i.e., about 5 GeV. The 7 leptons are charged
particles with a mass 3500 times that of the electron i.e., about 1.8 GeV/c? and with an
average lifetime of about 0.3 ps. After traveling a few tens of micrometers they decay into
lighter products. Due to the largely inferior mass of the decay products than the 7 mass,
the decay products are highly collimated along the original 7 flight direction.

The back-to-back production and the collimated character of decays allows the identi-
fication of two spatially separate regions in the c.m. called hemispheres. A hemisphere is
defined as the portion of event space identified by a plane orthogonal to the 7 direction of
motion passing through the interaction point.

These two regions are called signal hemisphere and tag hemisphere. The signal hemi-
sphere is defined as that containing the decay of interest, 7~ — 7~ 70v; or 7~ — 7~ 1.
The tag hemisphere corresponds to the rest of event, which contains the decay of the
"other" 7 lepton. Even if it does not contain signal particles, the tag hemisphere contains
information that is usually convenient in an analysis as it allows us to impose kinematic
constraints on the signal and reduce backgrounds. Depending on analysis needs in term of
efficiency and purity, one can be inclusive by accepting any generic decay channel in the
tag side or exclusive by admitting only a subset of decay channels.

In this analysis, to reduce the main background processes from the outset, I apply
in reconstruction an exclusive requirement for leptonic decays of the 7 tag. Although this
choice results in a reduction in signal sample size, it is expected to contribute to background
suppression.
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4.4 Discriminant variables

In order to facilitate the understanding of the subsequent analysis steps, I briefly discuss
below the main observables used in our, and other typical 7 analyses at Belle II, which
reduce the impact of the two categories of backgrounds described previously in section 4.2.

Thrust. Thrust is an important quantity that allows discrimination between ete™ —
717~ and low-multiplicity background events and also e*e~ — BB events. It characterizes
the shape of the event by measuring how collimated the event is along any preferred axis
(the direction of flight of the signal 7 in our case). For N momenta in an event p, where
i =1,...,N (including those of neutral particles), thrust 7" is defined as

N |
T = M (4.1)

N )
ZZ‘:1 P

where n is the unit vector, called thrust axis, that maximizes the total momentum pro-
jection [61]. By construction, thrust values range between 0.0 and 1.0, and the more
collimated the event, the more the thrust will approach unity, indicating a more “jet-like”
geometry of the event. This observable effectively distinguishes between 77~ events and
other processes, such as BB events, as well as low multiplicity events like ™ pu~ or ete™
production. In BB events the collision energy is distributed among a larger number of
particles resulting in more spherical events. In contrast, u or e pair production events, due
to the lower lepton masses than the 7 lepton, tend to result in higher momenta on average,
making the event more jet-like than in 7 production.

Sphericity. Sphericity is another variable, closely related to thrust and mathematically
quantifying the spatial distribution of tracks within the detector volume. It is defined as

S = g (A2 + As), (4.2)

where Ay and A3 are the eigenvalues of the sphericity ellipsoid, ordered such that Ao > As.
The sphericity ellipsoid is constructed from the sphericity tensor

pYS i
YA

where pf is the ith component of the momentum of the kth particle. The momen-
tum components are summed over all particles in the event. The values of sphericity S
range from 0.0 to 1.0. Values S =~ 0.0 mean that all particles are emitted along a single
direction (jet-like events), while S &~ 1.0 indicates particles distributed isotropically (spher-
ical events). For the same reasons discussed for thrust, sphericity discriminates between
different types of events based on their spatial geometry.

Missing energy. Missing energy Fp,;ss is another relevant quantity that allows dis-
crimination between 7 pairs and background events. It is defined as

Si (4.3)

Emiss - Etot - Evis (44)

where Fy, denotes the total energy of the signal 7 corresponding to half the energy
of the collision and FE,;s denotes the "visible" energy, corresponding to the sum of the
observed energies of all reconstructed particles. All known 7 decays have at least one
neutrino in the final state due to the family-wise conservation of lepton number and Belle
IT does not directly detect neutrinos. Therefore, in 7 decays, the maximum visible energy
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is inferior to the energy of the 7 emerging from the collision unlike in background events
such as eTe™ — gg or ete™ — BB.

In addition, the missing energy is particularly discriminating against Bhabha and muon-
pair-producing events. In 7 pair production events, a missing energy component is present,
whereas in Bhabha and muon pair production events, no significant energy loss is antici-
pated.

Charged-particle momentum. The momentum of the charged particle is determined
by the curvature the track acquires within the magnetic field. Multibody decays such as
those of 7 leptons, distribute momentum across multiple particles, making momentum a
sensible choice for discriminating against background processes, such as Bhabha events,
which represent the main source of contamination in our sample.

Particle identification. Information associated with the identity of charged par-
ticles enhances discrimination against background, especially in candidates from misre-
constructed 7 decays. For example, it allows discriminating events in which the pion is
misidentified as an electron or muon, thereby reducing the probability that a 7= — u~ 7, v,
or 7~ — e~ U v, decay is mistaken for a signal event of the denominator (77 — 7~ v;).

Energy/momentum ratio. E/p is the ratio of the energy of the cluster reconstructed
in the calorimeter to the momentum of the corresponding charged particle measured in
the tracker. A selection based on the E/p ratio is particularly discriminating between
events where the charged particle is a pion or a muon and those where it is an electron.
Electrons, upon impinging on the calorimeter, tend to deposit almost all their energy as
an electromagnetic shower. This means that the E/p ratio for electrons is close to unity,
since the energy measured in the calorimeter (E) approximately equals to the momentum
of the corresponding charged particle (p). Muons, with a mass approximately 200 times
greater than that of electrons, lose energy in the calorimeter primarily through ionization,
leading to a much smaller fraction of energy loss compared to electrons. Consequently,
the probability of electromagnetic shower formation is significantly reduced, resulting in
an E/p ratio for muons that is considerably less than unity. Pions, which are hadrons of
mass similar to that of muons, can interact both electromagnetically and via the strong
interaction. Although pions can deposit some energy in the calorimeter, their E/p ratio is
also generally less than unity, but can vary more compared to muons, depending on the
specific interactions in the calorimeter.

Therefore, this variable does not provide a clear separation between pion or muon, but
it does allow for discrimination between pion and electron events.

4.5 Samples

Most of this study is based on simulated data. However, I also look at experimental data
for a preliminary assessment of data-simulation discrepancies.

4.5.1 Simulated data

I use simulated data to prototype, develop, refine, and validate my study.

Simulated samples are based on the Monte Carlo approach. Monte Carlo samples are
produced using event generators, which are computer programs that use pseudorandom
number generators to produce sets of four-vectors reproducing final states of eTe™ col-
lisions according to theoretical models of particle kinematic properties and interactions.
Generated data are then subjected to detector simulation, where models of the detector
geometry and material are interfaced with models of interactions of particles with matter
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and signal formation to reproduce the expected values of the raw quantities observed in
the detector. These are then subjected to processing and event reconstruction as if they
were collision data. The resulting simulated data contain information about reconstructed
particles and about the generated true particles. By matching these sets of information,
we understand whether particles are reconstructed properly, or what are the most frequent
misreconstruction occurrences, and what are principal backgrounds. This “truth-matching”
procedure is useful to optimize selection requirements, calculate signal efficiency, classify
sample components, and for many consistency checks.

Figure 4.3 shows a sketch of the generation sequence for a 7 pair event in Belle II. The
properties of virtual photons or Z boson, created in the electron-positron annihilation, and
their subsequent splitting into a 7 pair is simulated by Pythia8 [62]. The decays of the 7
pair are simulated by TAUOLA [63]|. Photon emission by final-state charged particles known
as final state radiation is simulated by PHOTOS [64].

For signal studies, I simulate exclusive samples of eTe™ — 777~ events. Events are
then fed to the standard Belle IT detector simulation, based on the GEANT4 package [65],
which simulates interaction with matter and signal formation yielding simulated data in
the same format as experimental data.

For 7 pair background studies, I use centrally simulated eTe™ — 777~ events based
on TAUOLA, where 7 lepton undergo all their allowed decays. The relative proportions
among decay modes are based on known values or upper limits when available [12], and on
arbitrary educated guesses otherwise.

For background and validation studies, I use centrally produced simulated samples
corresponding to a subset of the on-resonance data available at the time of this writing.
These include ete™ — ptu~™ and efe” — ete™ (called low-multiplicity backgrounds),
ete™ — qq, and eTe” — BB events all generated using KKMC [66] interfaced with Pythia8,
and PHOTOS.

PYTHIA8 ‘ TAUOLA

Figure 4.3: Sketch of the simulation sequence of a 7 pair event in Belle II.

The simulation samples correspond to a realistic dataset that includes all components,
with the observed level of beam background added, sampled run by run and plugged-in
directly from the data. To quantify the background composition after the event reconstruc-
tion and selections, I generate generic and low multiplicity samples with the same beam
background and data taking conditions as the signal samples. The samples are listed in
table 4.2. The total integrated luminosity is 1.5 ab~! (some samples require an appropriate
rescaling). For my study, I use a sample corresponding to about 0.5% of the total simulated
data available, i.e., equal to about 7.45 fb~! to facilitate processing.
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Process [Ldt (fb~1) H Process [ Ladt (fb~ 1)
Generic Low multiplicity
ete” — BYBO 7.45 ete” = ete () 0.19
ete” — BTB~ 7.45 ete”™ = putu=(v) 7.45
ete” — 77~ 7.45 ete” —weTeete 1.86
ete” — uu 7.45 ete” —wete utpu~ 1.86
ete™ = dd 7.45 ete” » (T XTX™ 1.86
ete” — 55 7.45 ete” = hTh" ISR 1.86
ete” — ce 7.45 ete™ — vy 3.72

Table 4.2: Process description and integrated luminosity of the simulated samples used in
the analysis.

4.5.2 Experimental data

The Belle IT experiment started physics data taking in March 2019, accumulating electron-
positron collision data corresponding to an integrated luminosity of 531 fb='. In order
to reconstruct the signal 7~ — 7~ 7’v; and 7= — 7 v, decays, for the preliminary
assessment of data-simulation discrepancies described in section 7.2, I used only about
4.61 fb~! corresponding to about 0.9% of the full data set collected up to July 2024. This
reduction of sample size will be lifted when this work will be applied to Belle II data for
the final determination of efficiency. The analysis does not use data collected at a collision
energy higher than the T(4S) resonance.

4.5.3 Basic data structures

As many physics topics are studied in Belle II, data are analyzed multiple times by hundreds
of collaborators. To ease the simultaneous analysis of such a large amount of data, various
centralized data processing steps are implemented.

Raw data are processed centrally to produce summary data, which are reduced in
size and focus on higher-level information related to primitives for physics analysis, in-
cluding four-momenta, vertices, particle-identification information, and others. A second
centralized step consists in applying loose selection criteria on summary data to obtain
analysis-specific subsets (skims) further reduced in size so that each collaborator can ac-
cess them and quickly process them. For 7 physics at Belle II, there are three skims
available: “thrust”, “generic” and “LFV”. However, due to the presence of selection criteria
in each of these samples that would limit the extent of this 7° efficiency study, which would
compromise signal efficiency, we decide to use unskimmed samples for this analysis.
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Chapter 5

Efficiency in a simulated =77~
sample

In this chapter, I detail the initial determination of the ©° reconstruction efficiency in the
simplified case of T pair production only. I outline the event reconstruction and the resulting
sample composition. I discuss the optimization of the selection criteria and usage of the
resulting sample to determine the numerator and denominator yields, including necessary
corrections. Finally, I determine the efficiency in the simulated sample, demonstrating the
method’s feasibility within the context of this simplified scenario.

5.1 71T+ event reconstruction

I am interested in 7 pair production events that undergo leptonic decay in the tag side
(tt >ty v or vt = et v v;) and 77 — 7 7y or 77 — 7 v, in the signal side.

Therefore, the events of interest for this analysis have a 1x1 topology for two total
number of tracks.

The reconstruction requires exactly two tracks in the event, suppressing possible back-
grounds from 7 decays in the "3-prong" or "5-prong" modes. In order to reduce back-
grounds from beam-beam interactions and ensure that tracks come from the interaction
point (IP), all tracks are required to have radial distance |dr| < 1 cm from the IP and
longitudinal distance |dz| < 3 cm.

On the tag side of the event, I explicitly require a leptonic decay to significantly reduce
the most obvious background contributions. I apply a selection puID > 0.5 or eID > 0.5 on
the particle identification of the tag track. To keep the reconstruction as general as possible,
I do not apply any selection on the particle identification information of the signal track.

I do not impose explicit reconstruction of the 7% meson in the numerator sample nor I
apply any selection on photons. For photons, the reconstruction simply saves the kinematic,
event, and Monte Carlo truth variables. Up to this point, the numerator reconstruction is
equivalent to the denominator reconstruction.

I separate between numerator and denominator samples by selecting on the number of
photons in the signal hemisphere. For the numerator, I select events with two photons in
the signal side, while for the denominator, I exclude events that contain photons in the
signal side. This ensures that numerator and denominator are distinct and non-overlapping.

To identify signal-side photons, I use the thrust angle, defined as the angle between the
thrust vector and the signal track. If the cosine of the thrust angle for the signal 7 is posi-
tive, then all photons with a positive thrust angle cosine are classified as belonging to the
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signal hemisphere, while the remaining photons belong to the tag hemisphere. Conversely,
the viceversa holds.

The photon selections used to distinguish the samples are not optimized and are con-
sidered as baseline selections applied to split the initial sample. Because this requirement
introduces a selection difference between numerator and denominator, equation 3.3, which
allows the estimation of the 7¥ reconstruction efficiency, must be properly modified to
account for the efficiencies of selecting on photons, which is denoted as 7.

All event kinematic variables in both the laboratory and center-of-mass reference frames
are saved. In addition, I record the Monte Carlo truth information for each particle, the
reconstructed and generated particle matching variables, all event variables associated with
each track and each 7. I also save the variables related to the event shape and triggers.
All the information is stored in an ntuple. The result are two disjoint samples from which
I extract the numerator and denominator signal and I make a first estimate of the 7°
reconstruction efficiency.

5.2 Hemisphere validation

I perform a check to validate in my ntuple the hemisphere construction and photon assign-
ment.

By displaying in the two-dimensional space of the laboratory € and ¢ coordinates of
the signal track, of the tag track, and of each photon in the event, I expect photons labeled
as belonging to the tag side to have coordinates close to those of the tag track if the
hemisphere construction is correct, and similarly, for the signal track.

Figures 5.1 and 5.2 illustrate the test in the simple case of events in which the 7 of the
signal hemisphere decays in the channel 7= — 7~ 71, (figure 5.1) and only two signal-
side photons are reconstructed. To verify the proper separation between tag and signal
photons, I repeat the test by requiring two photons in the tag hemisphere (figure 5.2).

In the scatter plots of azimuthal angle versus polar angle, I expect a total of four entries
for each event: two related to photons, one related to the signal track and one related to
the tag track. The blue point represents the 8 and ¢ coordinates of the signal track, the
red point the tag track, while the green and yellow points correspond to the coordinates
of the two photons, respectively.

The results show that the separation between the signal and tag photons is consis-
tent with expectations confirming the correctness of hemisphere construction and proper
association.

5.3 Sample composition and validation of the reconstruction

The goal is to prototype and develop the analysis in a simpler configuration before facing
more realisting conditions. As a simplified starting analysis, I use a sample of simulated
data containing only 7 pairs that decay according to table 4.1. T use about 0.17% of the
total available simulated 7-pair data, corresponding to an integrated luminosity of about
[ Ldt ~ 2.58 fb~1. This significantly increases the efficiency of script execution and does
not spoil the validity of results. A lepton tag is required in reconstruction.

I determine the true sample composition using the Monte Carlo truth codes available
in TAUOLA, where each code uniquely corresponds to a decay channel of the generated 7.
The sample composition for these samples is given in the tables 5.1 for the denominator
and 5.2 for the numerator.
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Figure 5.1: Azimuthal angle of simulated signal track, tag track, and photons as a function
of polar angle for two selected events in which the 7 of the signal hemisphere decays in the
channel 7~ — 7~ 7% ., and only two photons are detected in the signal hemisphere.
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Figure 5.2: Azimuthal angle of simulated signal track, tag track, and photons as a function
of polar angle for two selected events in which the 7 of the tag hemisphere decays in the
channel 7~ — 7~ 7% ., and only two photons are detected in the tag hemisphere.

Denominator

Number of events Fraction

Generation

T — T Vs

0,

T =TT
7~ =7 20,
= =1 30,
T~ = 410,
=K 1,
T =K v,
T — € Vegls

T W Vylr

3120 (17.92 £ 0.29)%
185 (1.06 + 0.08)%
12 (0.069 £ 0.020)%

(0.011 £ 0.008)%
(0.011 £ 0.008)%
190 (1.09 + 0.08)%

5664 (32.53 + 0.36)%

8174 (46.95 + 0.38)%

Table 5.1: Initial simulated denominator sample composition. The processes considered
are the same as those listed in table 4.1. The associated uncertainties are statistical and

calculated assuming binomial distributions.
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Figure 5.3: Pie chart of the initial simulated denominator sample composition. The pro-
cesses considered are the same as those listed in table 4.1.

Due to the high branching fraction of leptonic 7 decays and the absence of photons in
these events, as expected, the predominant contribution to the denominator (table 5.1) are
leptonic 7 decays.

It is interesting to note how some decay processes involving a 70 still manage to pass
the selection even though that requires absence of photons. This residual contribution is
of the order of about 1%. One can explain this background as caused by photons produced
by the 7% decay outside the geometric acceptance of the detector.

Numerator

Generation Number of events Fraction

(S 7 2466 (13.05 £0.24)%
= = a1, 8652 (45.77 + 0.36)%
7~ = 210, 258 (1.36 + 0.08)%
= =7 310y, 4 (0.021 +0.011)%
= > 470, 0 —
™ = K 7, 129 (0.68 £+ 0.06)%

T > K v, 134 (0.71 £ 0.06)%
TT = e Velr 3923 (20.75 + 0.29)%
(VI 7 7 3019 (15.97 £ 0.27)%

Table 5.2: Initial simulated numerator sample composition. The processes considered are
the same as those listed in table 4.1. The associated uncertainties are statistical and
calculated assuming binomial distributions.

Due to the high branching fraction of the 7= — 7~ 7%, decay and the enforced presence
of only two photons, the predominant contribution to the numerator (table 5.2) are 7= —
7~ 710u, decays.

Also leptonic decay processes, and other processes with only one track in the final
state, successfully pass the requirement of two photons in the signal hemisphere. These
channels make up about 50% of the composition of the total sample. One can explain this

60



CHAPTER 5. EFFICIENCY IN A SIMULATED 777~ SAMPLE

W > v
B -7 70y,
Hr — 71 2100,
O7r — 7 3100,
B — 1 400,
B — K 7y,
B — K v,
Br —e vov,
.T_%M_VHVT
O Other

Figure 5.4: Pie chart of the initial simulated numerator sample composition. The processes
considered are the same as those listed at table 4.1.

by recalling that leptons and pions often emit photons in the form of final-state radiation.
In this case, the photons present in the signal hemisphere do not come from the decay of
a 7 meson, but are emitted by the charged particles themselves.

Then, I perform a qualitative check of the correctness of the reconstruction. This is
done by inspecting simple yield ratios between similar decays and comparing them with
known rates. Convenient comparisons are available between the processes 7=~ — h] v, and
T~ = hy vywithh, =77, K~ andh] # hy; 7~ — h] v, and 7™ — h;?TOI/T with h;” =
7 ,K~ and h] # h, and between 77 — ¢ v; Uy, and 77 — {5 v, Uy, with {7 = e, pu”
and ¢; # ¢, . The kinematic properties of these processes are similar and no selection
on the particle identification is made. The only major difference concerns the flavor of
the charged particle. From the reconstruction point of view, therefore, these channels are
approximately equivalent, and I expect the ratio of the number of reconstructed events for
each process to be proportional to the native rates, quantified by the ratio of the respective
branching fractions [12|. Expressions 5.1, 5.2, 5.3 show the comparison between the ratios
of yields and the ratios of branching fractions B for the denominator. Expressions 5.4, 5.5,
5.6 show similar quantities for the numerator. In both numerator and denominator, the
ratios between observed yields and known branching fractions are similar.

Denominator :
N(r = K v, B(r— = K~ v,
(" = K7 vr) o6y B2 K70 g6 (5.1)
N(r= =7 v;) B(r— —» 7 vy)
N(r~ = K- 7v,) B(r— = K~ 7%v;)
=0.011 =0.017 5.2
N(r— =7 7m0u;) B(r— = m nVv;) (52)
N— e vbe) 7, B =ervv) g (5.3)
N(t= = p~ v, 7y,) B(t— = pu~ v, 7y,)
Numerator :
Nt~ = K v, Bt~ - K v,
(" = K7 vr) _ o5 (" = K7 vr) _ 06 (5.4)
N(t= =7 v;) B(r= =7 v;)
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N(r~ = K- 7v,) B(r— — K~ 7%u;)

=0.015 = 0.017 9.5

N =7 m0u,) B(r— =7 nu;) (5.5)

N(T: — e: V‘r?e) 130 B(T: — e: vy ?e) —1.03 (5.6)
N(t— = p~ v, 7y,) B(t— = p~ vy 7y,)

The dataset obtained from the reconstruction produce reasonable results consistent
with expectations.

5.4 Selection and optimization

After inspecting the sample composition and verifying that it is consistent with expecta-
tions both at the numerator and denominator, I search for discriminating observables to
extract the purest possible signal at denominator.

In principle, each selection provides a different level of accuracy in the efficiency esti-
mation. The optimal selection would be defined as the one that minimizes the uncertainty
in estimating the final efficiency. This is a task that would require a detailed model of
the systematic effects and their interplay with the statistical effects. I consider the above
outside the scope of this thesis and I only optimize the denominator purity. The choice is
supported primarily by two arguments:

e Allowing a suboptimal numerator is more acceptable than having a suboptimal de-
nominator. The signal yield in the numerator is obtained through a fit of the diphoton
mass distribution. In contrast, the yield in the denominator is obtained by just count-
ing events. This implies that it is more likely that background events get included
inadvertently in the denominator than in the numerator. A suboptimal numerator
sample may include background events that pass the selections, but would be properly
separated by the fit. This separation capability is not applicable to the denominator;

e By looking at the sample composition obtained after a few attempts at arbitrary
selection on the discriminating observables, I observe that the denominator yield is
consistently smaller than the numerator yield. This implies that the final statistical
uncertainty on 7¥ reconstruction efficiency is likely to be dominated by the statistical
uncertainty of the denominator rather than by that of the numerator.

Therefore, optimizing the denominator seems a motivated strategy. Based on the com-
position of the denominator sample as shown in table 5.1, I identify selection observables
that are sensitive to differences between the main backgrounds and signal, and vice versa.

As evidenced by table 5.1, the main backgrounds are leptonic decays 7= — £~ Dy vy,
where {~ = e~ , p~. Given that the principal difference with respect to our denominator is
the charged particle, I suppress the leptonic component by applying selections on the pion
identification and E/p.

A selection on the pion identification allows to enrich the sample in pions, thereby
reducing misidentification events where a muon or an electron is mistaken for a pion.

A selection on E/p is particularly discriminating between events where the charged
particle is a pion or a muon and those where it is an electron due to the different interactions
these charged particles have.

Figures 5.5 and 5.6, which show the distributions of these observables for simulated
signal (shown in red) and for simulated background (shown in blue), illustrate the discrim-
inating power of these observables and substantiate the validity of our observations.

62



CHAPTER 5. EFFICIENCY IN A SIMULATED 777~ SAMPLE

—
by =
o u
o I Belle Il (simulation)
|
o 1
o
c
o il
-05 10 g
®© u
| - H
o H — T oV
2] L - -
9 — T > LTV
= I
=]
© -2 ||
2 102
@© -
o r
-3 1 L 1 1 1 1
0% 0.2 0.4 0.6 0.8

Pion ID

Figure 5.5: Pion particle identification distribution for simulated signal (red) and simu-
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Figure 5.6: E/p distribution for simulated signal (red) and simulated 7= — e~ v, U, back-
ground (blue). Distributions are normalized to unity. The integrated luminosity corre-
sponds to [ Ldt =2.58 fb~1.

I then proceed to optimize the denominator selection criteria for these quantities. In this
case, optimization is the process of identifying a configuration of selections on the chosen
quantities that maximizes the signal fraction at the denominator. It is crucial to obtain
the purest possible sample at the denominator for accurately estimating the signal yield,
which in turn allows for a reliable estimation of the desired 7¥ reconstruction efficiency.

If the physical quantities are independent, optimizing the selection for each individual
observable independently and optimizing the selection for multiple variables simultaneously
would yield equivalent results. However, in general it is convenient to perform a multidi-
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mensional optimization that considers selections on all observables simultaneously. This
approach accounts for potential dependencies and allows for a more accurate approximation
of the maximum signal fraction.

I write an optimization program that scans a large number of possible selection criteria
to maximize the fraction of signal in the denominator. After defining the range of variation
of pion identification and E/p and the number of test selections for each, the program
applies the sequence of unique configurations criteria ij to the initial sample, returning the
fraction of denominator signal events that meet the selection. This is repeated iteratively
until all possible combinations are tested.

Signal is the number of 7= — 7~ v, decays; while the total number of events are events
in which the signal 7 decays in all possible decay channels (inclusive).

By displaying the fraction of signal corresponding to a selection versus the complete
set of pair ij selections (properly parametrized) yields the figure of merit. The absolute
maximum of the figure of merit corresponds to the configuration of selections that optimizes
the percentage of signal at the denominator.

In this case, I apply 50 different criteria in pion identification, denoted as 0.9 < wID <
1.0, 50 criteria in E/p of the track with 0.0 < E/p < 1.0 ¢. To ensure the bijectivity of the
figure of merit, I parametrize the coordinates in the abscissa = as

x =1+ 7%100 (5.7)

with index i identifying the ith requirement in 7ID and j the jth requirement in E/p and
x the abscissa.

Figure 5.7 shows the resulting figure of merit as a function of selection. Due to the large
number of combinations, the resolution of the graph is insufficient to make all structures
distinctly visible.

Scanning over each individual observable is associated with a specific pattern. Due to
the parametrization chosen, the visible pattern is that related to the index j, which varies
on a scale of hundreds (given the same 7). At each iteration in j, there is in turn a pattern
in which 7 varies.
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Figure 5.7: Purity as a function of selection in simulation. The maximum is highlighted
by a red circle.

The absolute maximum of the denominator fraction derives from the configuration
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o mID > 0.998;

e E/p <0.12¢

This selection achieves a denominator signal percentage of about 90.91% with 620 signal
events remaining.

5.5 Sample composition after optimization

Tables 5.3 and 5.4 show the sample composition obtained after applying the combination
of selections derived from the optimization.

Similar to what observed in table 5.1, the main contribution to the denominator back-
ground are lepton decays, which remain prevalent even after optimization, accounting for
about 6% of the total. In addition, a background contribution of about 2% comes from
the channel that forms the numerator of this analysis. The contribution of the remaining
processes is suppressed to negligible values.

The purity of the numerator is about 75%. The main contribution to the background
comes from a denominator contamination, which accounts for almost 21% of the total.
However, this contribution is statistically subtracted in the diphoton mass fit, so there is
no pressing need to reduce it further. In addition, a background contribution of about 2%
is due to events 7~ — 7~ 27% .. The remaining contributions are of subpercent order.

Denominator
Generation Number of events Fraction
T =T U 620 (90.91 +£1.10)%
T~ =7 7lu, 14 (2.05 +0.54)%
= = 2n0y, 1 (0.15+0.15)%
7~ > 7 310, 0 —
7~ = 4n0 v, 0 —
7~ = K v, 0 —
T > K v, 1 (0.15+£0.15)%
T e Uevr 15 (2.20 £ 0.56)%
T =S U Uuvs 25 (3.67£0.72)%

Table 5.3: Simulated denominator sample composition resulting from optimization. The
processes considered in the signal side are the same as those listed at table 4.1. The
associated uncertainty is statistical and is calculated assuming a binomial distribution.

65



CHAPTER 5. EFFICIENCY IN A SIMULATED 777~ SAMPLE

W - v
B -7 1Ou,
B —r 2r0v,
Or -7 3%,
B - 4%,
B — K 1%u,
B — K v,
Br~ —e Vevs
B — U Vs
O Other

Figure 5.8: Pie chart of the simulated denominator composition resulting from the opti-
mization. The processes considered are the same as those listed at table 4.1.

Numerator
Generation Number of events Fraction
T =T U 258 (20.69 + 1.15)%
T~ > 935 (74.98 £1.22)%
= =1 210y, 26 (2.09 £ 0.40)%

7~ =71 310,

(0.08 + 0.08)%

(0.24 £ 0.14)%
(0.64 + 0.22)%

= = 470,
7 = K v,
T > K v,

T — € Vels

o w O = O O

T =W Vs

Table 5.4: Simulated numerator sample composition resulting from the optimization. The
processes considered are the same as those listed at table 4.1. The associated uncertainty
is statistical and is calculated assuming a binomial distribution.

5.6 Additional corrections

Equation 3.3 is valid if the kinematic and topological properties of the reconstructed par-
ticles are congruent between the two channels. Any difference in the combination of native
distributions and selections that results in differences in properties calls for additional
corrective terms.

Our approach requires largely different selections for the number of photons in the
signal hemisphere between numerator and denominator; therefore, aditional corrections
are needed. In addition, there might be kinematic differences between the charged particle
at the numerator and at the denominator because the numerator is a three-body process,
while the denominator is two-body.

The formula that includes the associated correction terms and allows a consistent esti-
mate of the 70 meson reconstruction efficiency is
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Figure 5.9: Pie chart of the simulated numerator composition resulting from the optimiza-
tion. The processes considered are the same as those listed at table 4.1.

Eq0 =

Yo (r~ =7 %u;) < B(t— — 1 vy) > (5} : eﬁlmdc>
, (5.8)

Yyo(r— = 7nv;) \B(r~ =7 7)) -B(r0 —=yv) ) \ &) - elrack

where €, and eg represent the selection efficiencies on photons for the numerator and
track and sf[‘“k represent the selection efficiencies on
tracks for the numerator and denominator, respectively. Our approach is to assess these
efficiencies using simulation for the purpose of this study. In view of a future application
to data, one would need to validate in control samples of data that these corrections are

reliably modeled in simulation.

denominator, respectively, while ¢

5.6.1 Photon multiplicity selection, &7

The selection efficiency on photons is approximated as the fraction of the number of sim-
ulated numerator or denominator events that meet the selection,

o1 = N (signal meetir.lg the ~y criterion) (5.9)
N (signal)

To determine it I start from the simulated sample obtained from reconstruction, without
any other selections than those listed in paragraph 5.1. I use Monte Carlo truth to identify
the signal 7= — 7~ 7%, decays for the numerator and 7~ — 7~ v, for the denominator.
Then I apply the selection on the number of signal-side photons.

The resulting efficiency on the number of photons is

) = (23.56 + 0.37) % (5.10)

for the denominator, and
e} = (24.86 £ 0.23) % (5.11)

for the numerator. The associated uncertainty is statistical and calculated assuming a
binomial distribution for both.
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5.6.2 Optimized selection on tracks, ¥

Now I determine the efficiency of the selection that maximizes the purity of the denomi-
nator. Since the decays considered involve three bodies and two bodies, respectively, even
an identical selection can isolate different kinematic properties between numerator and de-
nominator for the charged particle of each decay. It is crucial to account for these dynamic
differences by quantifying them and checking possible discrepancies between selection effi-
ciencies.

Such efficiency is defined as the fraction of signal events meeting the optimized selection,

N (signal meeting track criterion)
N (signal)
Starting from the sample used in the previous section, I use Monte Carlo truth to
identify the decays 7= — 7~ 7% v, for the numerator and 7~ — 7~ v, for the denominator.
I then add to the previous conditions the optimized selection on 71D and E/p discussed
in section 5.4 .
The resulting selection efficiency on the application of the optimized selections is

gtmck —

(5.12)

glrack — (16.51 + 0.66) % (5.13)
for the denominator, and
glrack — (10.81 + 0.33) %, (5.14)

for the numerator. The associated uncertainty is statistical and calculated assuming a
binomial distribution in both.

The difference in selection efficiencies might seem counterintuitive and unexpected.
However, the source of the difference can be identified.

Our optimized selection includes a requirement on particle identification. The efficiency
of particle identification is a function of several properties of the charged particle, including
the momentum and the orientation in # and ¢ of the track. Considering that the numerator
is a three-body decay, while the signal denominator is a two-body decay, it is plausible that
kinematic differences between the pion at the numerator and the pion at the denominator
exist that yield different particle identification performances.

To verify this hypothesis, I equalize the kinematic properties between the two channels
by restricting to a narrow charged particle momentum region in both the numerator and
denominator. In this region, I estimate the efficiency of the optimized selections for both
the numerator and the denominator thus reducing possible momentum dependence. If the
hypothesis is correct, I would expect to observe selection efficiencies for the numerator and
denominator closer than those found in equation 5.13 and 5.14.

Figure 5.10 shows the distribution of momentum for both simulated numerator and
denominator. I restrict the analysis to a very narrow momentum interval, 2 < pirger < 2.1
GeV/c.

For the denominator in the 2 < pygcer < 2.1 GeV/c momentum range the efficiency on
the application of the optimized selections in this restricted range is

glrack — (33.7 £ 5.0) %, (5.15)
which is consistent with the result on the numerator,
glrack — (29.6 + 3.8) %. (5.16)

n

However, the statistical uncertainties are large and hinders a precise check.
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Figure 5.10: Distribution of the charged-particle momentum for simulated numerator signal
7= = 7~ v, (blue) and for denominator signal 7= — 7~ v, (red). Distributions are
normalized to unity. The integrated luminosity corresponds to [ £dt = 2.58 fb™!.

A second approach is to select a region in which the momentum spectra of the numerator
and denominator signals are similar. I look for a plateau region that allows for a larger
sample. In this case, I choose a region between 3 < pyqer < 3.5 GeV/c obtaining

glrack — (22.8 +2.5) %, (5.17)
which is consistent with the result on the numerator,
glrack — (22.3 4 2.0) %. (5.18)

These results indicate that the efficiency discrepancies in the initial optimized selections,
are attributable to the fact that the signal at the numerator and denominator have different
spectra in momentum and orientation.

For further confirmation, it would be useful to perform similar restrictions in angle
0. However, due to the significant reduction in sample size of events passing this further
selection, I do not perform this additional test, deeming the momentum study sufficiently
convincing.

5.7 Inputs to the 7° reconstruction efficiency

For the corrective factors of the efficiency,
Yo (77 = 7y, B(rm = 7 vy) g) - glrack (5.19)
Yo(rm =7 vr) B(r— = a=mv;) - B(r? — ~v7) g, - glrack | ’

I find the following values:

Ep0 =

o £ = (24.86 £ 0.23)%;
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el = (23.56 £ 0.37)%;

glrack — (10.81 + 0.33)%;

n

glrack = (16.51 £ 0.66)%;

B(r~—n~ vr) = 0.430 £ 0.003.

B(r——m— w0 v )-B(r0—v7)

The ratio of the branching fractions of the relevant processes is determined by taking
values and uncertainties from known values [12]. The associated total uncertainty is calcu-
lated by considering all decay channels independent of each other and applying standard
uncertainty propagation.

All terms of equation 5.19 are known except the signal yields at the numerator and
denominator. In the next paragraphs, I focus on estimating these two missing quantities.
This first efficiency estimate is made as a validation against a known selection, which
according to standard and independent Belle II determinations should be about 40%.
However, before proceeding, I briefly study also the composition of the tag side of the
event.

5.8 Tag sample composition

So far, I have not considered the composition of the tag sample, implicitly assuming that,
(1) as a result of the reconstruction, the tag is predominantly composed of leptonic decays
and (#i) any imperfections or impurity in the tag reconstruction does not affect the 7°
efficiency estimate since signal and tag are hemispheres are independent. However, the
reconstruction process is known to be prone to inaccuracies and unexpected signal-tag
correlation could make the assumptions unrealistic. I therefore verify the expected inde-
pendence between the signal and tag hemispheres and if imperfections may affect the 7°
efficiency. For this purpose, I analyze the tag composition and its evolution as a function
of the various selection criteria applied to the signal hemisphere. If the composition re-
mains stable through the various selection steps, I can conclude that the two hemispheres
are indeed independent and that the efficiency estimation method is robust against tag
imperfections.

Tables 5.5 and 5.6 show the tag-side sample composition and its evolution as a function
of the selection criteria applied in the signal hemisphere in the following cases: simulated
data without any selection but those used in reconstruction (columns two and three),
sample after the selection on the number of photons in the signal hemisphere (columns
four and five), and sample after optimized selections on the tracks (columns six and seven).
In these tables, no explicit restriction is applied to the true composition of the signal 7
sample.

Before any selection about 15% of the tags are not actually leptonic. However, this
significant impurity of the tag side is irrelevant since tables 5.5 and 5.6 indicate that, for
the main decay channels relevant in this study, the sample composition remain essentially
unchanged as a function of signal selections. The most significant discrepancy is found to
be compatible within 3o.

Hence, the tag hemisphere is independent of the signal hemisphere and any inaccuracies
in the reconstruction of the tag track do not affect the 7" reconstruction efficiency.
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No selections v selections v and optimized selections
Channel Yield % Yield % Yield %
TT =T vy 3471 (2.71+£0.05)% 603 (2.87+0.12)% 18 (2.64+0.61)%
= > a v, | 11624 | (9.09+0.08)% 1976 (9.41 £ 0.20)% 72 (10.56 + 1.18)%
7= = a 210y, 4068 (3.18 £ 0.05)% 727 (3.46 £0.13)% 21 (3.08 £ 0.66)%
7= =7 310y, 464 (0.36 £ 0.02)% 86 (0.41 +0.04)% 4 (0.59 + 0.29)%
77 = 1 4n0 v, 50 (0.039 £ 0.006)% 3 (0.014 £ 0.008)% 0 -
T =K n%u, 46 (0.036 £ 0.005)% 7 (0.03 £0.01)% 0 -
T > K vy 87 (0.068 £ 0.007)% 17 (0.08 £ 0.02)% 0 —
T e Uelr 55795 (43.63 £0.14)% 8963 (42.71 £ 0.3)% 296 (43.40 +1.90)%
TT S uT Uy 51311 (40.13 £0.14)% 8448 (40.25 £ 0.34)% 268 (39.30 £ 1.87)%

Table 5.5: Simulated tag sample composition as a function of selection criteria progres-
sively applied in the signal hemisphere. Downstream of the photon selections, the sample
considered is the denominator sample. The associated uncertainty is statistical and is cal-
culated assuming a binomial distribution.

No selections v selections v and optimized selections
Channel Yield Y% Yield % Yield %
TT =T vy 3471 (2.71+£0.05)% 611 (2.71+0.11)% 29 (1.98 +0.36)%
T~ =7 v, 11624 (9.09 £ 0.08)% 2003 (8.90 +0.19)% 130 (8.87£0.74)%
T~ = a 2n0% v, 4068 (3.18 £ 0.05)% 726 (3.22+£0.12)% 46 (3.14 £ 0.46)%
77 =7 370y 464 (0.36 +0.02)% 67 (0.30 +£0.04)% 3 (0.20 £ 0.12)%
= =7 470 v, 50 (0.039 £ 0.006)% 6 (0.03 £0.01)% 0 —
T > K v, 46 (0.036 £ 0.005)% 9 (0.04 £0.01)% —
T = K vr 87 (0.068 £+ 0.007)% 12 (0.05+0.02)% 1 (0.068 + 0.068)%
TT > e Uelr 55795 (43.63 £0.14)% 9821 (43.62 £0.33)% 665 (45.39 + 1.30)%
L R VA VP V8 51311 (40.13 +0.14)% 9082 (40.33 £0.33)% 582 (39.37 £ 1.28)%

Table 5.6: Simulated tag sample composition as a function of selection criteria progres-
sively applied in the signal hemisphere. Downstream of the photon selections, the sample
considered is the numerator sample. The associated uncertainty is statistical and is calcu-
lated assuming a binomial distribution.

B -7 v
B -7 1y,
B —>7x 200,
Or -7 37%,
B — 1 4700,
B — K 7%,
Br—> K v,
Br —e vev,
B = u vy
O Other

Figure 5.11: Pie chart of the simulated tag sample composition without any selection. The
processes considered are the same as those listed at table 4.1.
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5.9 Estimation of the number of 7= — 7~ v, events (denom-
inator)

The denominator process 7~ — 7~ v, does not offer a straightforward characteristic dis-
tribution that can be fit. Therefore, I proceed to estimate the signal yield by counting the
number of remaining events following the application of all selections.

All events that pass the optimized selections number of signal~y = 0, 7ID > 0.998, and
E/p < 0.12 ¢, are considered signal events at the denominator and contribute to the final
estimate of the signal yield which is

Yi(r~ — 7 vy) = (682 + 26), (5.20)

where the associated uncertainty is statistical, and assumed distributed as a Poisson
since these are counts.

However, a fraction of those event are not genuine 7= — @~ v but other sources. This
approach makes the results dependent on the purity of the denominator: suboptimal purity
results in overestimation of the total yield of signal events at the denominator, causing an
underestimation of the final efficiency.

5.9.1 Correction for denominator impurity

Taking into account the sample composition of table 5.3, only 620 events out of 682, about
90.91%, are actually signal events generated as 7~ — 7~ v;. The remaining approximately
9.1% are background events that meet the optimized selections and in our approach would
be erroneously considered as denominator signal events. Hence, I apply this additional 9%
correction to the 7° reconstruction efficiency.

5.10 Estimation of the number of 7= — 7w~ «w°

merator)

vr events (nu-

I determine Y, (7~ — 7~ 7’v;) with a fit of the invariant mass distribution of the two

photons reconstructed in the signal hemisphere.

I apply to the numerator sample a standard combination of selections on all photons in
the event, which, based on standard and independent Belle II determinations, is expected
to yield an efficiency of approximately 40%:

e Number of activated crystals > 1.5: each of the photons must release energy in
more than one crystal since the development of the electromagnetic shower normally
extends in the lateral direction exciting multiple crystals, while electronic noise is
typically confined to a single crystal;

e 0.2967 < cluster’s polar angle § < 2.6180: polar angle of the cluster is within the
CDC;

e if the photon is detected in the forward region of the calorimeter, it must have an
energy greater than 0.08 GeV; if in the barrel, it must have an energy greater than
0.03 GeV; if in the backward, it must have an energy greater than 0.06 GeV. This
requirement accounts for polar-dependent differences in the distribution of photon
backgrounds;

e invariant digamma mass range 0.120 < m(yy) < 0.145 GeV/c%.
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With these selections on the photons, I reconstruct the 7% invariant mass using the
photons kinematic variables and

m(yy) = \/2E1Fs (1 — cos ) (5.21)

where F; is the energy of the ith photon and 6 the angle beetween the two photons in
the laboratory frame.

Figure 5.12 shows the result. As expected, the distribution shows a clear peak centered
around the 7° mass, about 0.135 GeV/c? [12].

~N
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a) —

O] 120 Belle Il (simulation)
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o — = -1
S C f[, dt = 2.58fb
o 100—
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(1] —

T 60—
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8 o

20 -
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8.06 0.08 0.18 0.2

m(yy) [GeV/c?]

Figure 5.12: Diphoton mass distribution obtained in the simulated numerator sample. The
integrated luminosity corresponds to [ £dt = 2.58 fb™!.

In order to extract the numerator signal yield at the numerator Y, (7= — 7~ 7%v,) I
fit the distribution of figure 5.12.

The distribution shows a central peak with asymmetric tails. I model it with a Crystal
Ball function [67], a function commonly used in particle physics, which intuitively combines
of a core Gaussian function and an exponential power function for the tails

2
exp (—(JCEZLQO) ) ,  forT=10 > —q

f(x;oz,n,mo,a) =N- (522)

A- (B_m)—”’ for =m0 < ¢,
g g

where x is the digamma mass, o is an asymmetry parameter, n represents the tail
exponent, myg is the parameter representing the mean of the distribution, and o represents
the width of the Gaussian component. The last four are free parameters in the modeling
fit and the following relations hold
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_ 1 (5.23)

The background follows an exponential distribution e=**

invariant mass in GeV/c? and the slope A is a free parameter.
The full model is

, where x represents the vy

PDF = N, - PDF, + N, - PDF, (5.24)

where N represents the signal yield in the interval used in the fit, N, the background
yield, PDF; the fit model for signal events, and PDF; that for background events.

In addition to the signal and background yields, the model has five shape parameters
to be estimated: four related to the signal shape and one related to the background shape.

I use the default software package Minuit from the RooFit framework [68]. By de-
fault, Minuit uses the MIGRAD (gradient minimization) algorithm. The function to be

minimized, is —2log(L), where
e Vi(v')
L=]||]——
1:[ (n4)!

is the binned likelihood function, which is the product of the individual likelihood func-
tions for Poissonian distributed variables. The i index runs on the number of bins in the
histogram, n; is the number of observed events for the ith bin, and v; is the expectation
value of the Poisson mean of the ith bin.
The result of the fit is shown in figure 5.13. The parameter relevant for the 7° recon-
struction efficiency N; is
N, = (428 £ 26), (5.25)

where the uncertainty is statistical as obtained from the fit. This differs from the numer-
ator, Y, (1~ — 7~ 7’v,) because the standard photon selection we are validating against
includes a restriction on the 7° mass range 0.120 < m(y7y) < 0.145 GeV/c? while N is the
yield over the entire fitting range.

Hence, the fit should be corrected by a factor of about 9% to equalize the diphoton
mass range to the range relevant for Y, (7~ — 7~ 7%v,) and obtain

Yo (r~ — 7 70u,) = (389 £ 21). (5.26)

At this point, I have estimates for all terms of equation 5.19 and I am able to calculate
the 70 reconstruction efficiency. This estimate is then compared with the known value
for the chosen 7° selection, which is known to be 40% based on independent Belle II
determinations.

5.11 First estimate of the 7° reconstruction efficiency

By inserting the values of the various terms
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Figure 5.13: (Above): Diphoton mass distribution for simulated numerator events with
fit overlaid. Simulated data are shown in black, the total fit is shown in blue and the
background fit is shown as a dashed red line. The integrated luminosity corresponds to
J Ldt =258 fb~!. (Bottom): difference between observed and predicted values, divided
by the standard deviation of the observed values.

o YV, (17— mv;) = (389 £ 21);

o Yy(r7 = 7 v) = (682 £ 26);

* Sy Ersy = (0.430 £0.003);

o ¢ = (24.86 £ 0.23)%;
e &) = (23.56 £ 0.37)%;
o clrack = (10.81 £ 0.33)%;

o clfoh = (16.51 + 0.66)%,

along with the 9% correction that takes into account for the bias due to the impurity
of the sample at the denominator, into the equation defining the 7% meson reconstruction

efficiency
- Y, (T_ — 7 0 VT) B(t™ = 1~ v;) 5} . Eflka 65.27)
" Yy (T_ — T VT) B(T_ — 770 VT) . B(ﬂ'o — ")/fy) 571 . 5£mek ) :

the first estimate of the 7V efficiency using our approach is achieved,
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0 = (39.6 +3.3)% (5.28)

where the associated uncertainty is statistical and based on standard uncertainty prop-
agation.

The result is compatible with the expected value of 40% known from independent
studies. The efficiency exhibits a relative uncertainty of 8%, significantly higher than
the subpercent precision goal our method could theoretically achieve. However, this is
expected. A closer analysis of the terms contributing to the efficiency estimate suggests
that most of them contribute similarly to the final uncertainty, with an incidence on the
order of one percent each. However, most of them are statistical in nature and will reduce
once the method is consolidated and a dataset with larger size will be used.

We explore if there is a way to further increase the purity of the signal at the denom-
inator, thereby reducing the magnitude of the correction for non-purity and consequently
decreasing the systematic uncertainty without compromising excessively the sample size,
which would result in an increase in statistical uncertainty.

5.12 Further developments

5.12.1 A new discriminating observable

The sample composition given in table 5.3 shows that the main (5.9%) source of impurity
in the denominator are leptonic decays followed by about 2% of 7= — 7~ 7% v, decays. A
possible strategy to reduce the second source would be to select on the momentum of the
charged particle exploiting the differences between two- and three-body decays. However,
applying a selection based on momentum variable may result in a significant restriction of
the 7° momentum range, thus limiting the applicability of our approach. In fact, as shown
in figure 5.14, progressively stringent upper bounds on the charged-particle momentum
results in progressive reductions of the 7 momentum range.

As for leptonic decays, they, too, are three-body decays, as opposed to the two-body
signal channel, and thus exhibit different kinematic properties. Again, a selection on the
momentum of the charged particle could provide discrimination against this background,
but the 7% momentum limitation persists. Alternatively, discrimination between signal and
leptonic background may be based on the presence of two neutrinos in the leptonic final
states, compared with one neutrino in signal. The missing energy, defined as the difference
between the expected total energy of the system (based on collision energy conservation)
and the sum of the energies measured from reconstructed particles, is expected to be
higher on average in leptonic decays than in signal. An additional selection based on
missing energy could improve the purity of the signal at the denominator, reducing leptonic
background processes and significantly decreasing the size of the needed correction.

However, it is important to evaluate the penalty in sample size after any further selection
is applied. A selection that ensures denominator purity close to 100% but significantly
reduces sample size, leading to an increase in relative statistical uncertainty, may not be
optimal and would not represent improvement. The goal is to optimize the purity of the
signal at the denominator while keeping a sufficient number of remaining events.

Figure 5.15 shows the distributions of missing energy in the center-of-mass reference
frame for events with a leptonic decay in the signal hemisphere and for events with signal
denominator. On average, leptonic decays (blue) have higher missing energy than signal
decays (red), a difference that can be exploited.
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Figure 5.14: Distributions of 7% momentum as functions of selection on the momen-
tum of the charged-particle in the signal hemisphere for simulated signal events. (Top
panel): distribution obtained without any selection on charged-particle momentum; (Mid-
dle panel): distribution resulting from applying pyqcr > 2 GeV/c¢; (Bottom panel): distri-
bution obtained by imposing pyqck > 4 GeV/c. The integrated luminosity corresponds to
[Ldt =258 b1

I therefore explore further this promising observable. I explore about ten selections in
the energy range 1.5 < Epn;ss < 9.5 GeV. For simplicity, I keep fixed all other selections
even though a simultaneous multidimensional selection could offer further advantage.

Denominator signal purity is defined as the ratio of the number of denominator signal
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Figure 5.15: Distribution of missing energy of the event in the center-of-mass frame. The
denominator signal is the red component (7= — 7~ v;), while the leptonic background
(17 — ¢~ Uyv,) is the blue histogram. Both distributions are normalized to unity. The
integrated luminosity corresponds to [ £dt = 2.58 b1,

events that meet all imposed selection criteria to the total number of events that meet
those criteria.

Requirement Signal yield Normalization yield Signal purity

FEiss < 1.5 GeV 0 0 —
FEriss < 2.3 GeV 2 2 100%
FEriss < 3.1 GeV 13 13 100%
Eriss < 3.9 GeV 32 33 96.97%
Episs < 4.7 GeV 90 94 95.74%
FEriss < 5.5 GeV 185 191 96.86%
FEriss < 6.3 GeV 320 335 95.52%
Eriss < 7.1 GeV 420 448 93.75%
Eriss < 7.9 GeV 485 527 92.03%
FEriss < 8.7 GeV 515 564 91.31%
Norestriction 515 564 91.31%

Table 5.7: Signal purity in the denominator as a function of selection in missing energy.

Table 5.7 shows the results. A requirement on the missing energy allows for a significant
increase in the denominator signal purity. However, this increase results in a significant
reduction of the sample size. Thus, a possibly useful selection would be one that maximizes
the purity of the signal while minimizing the increase in statistical uncertainty due sample-
size reduction.

A selection that approximately satisfies this requirement is F,,;ss < 6.3 GeV. In this
configuration I lose about 38% of signal paying an (absolute) 1.2% increase in statistical
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uncertainty but gaining a 4.4% (absolute) in purity.
This is a simple demonstration that it is possible to further increase the denominator
purity while maintaining sufficient data size.

0

5.12.2 Robustness versus @' selection

In order to further validate the robustness of our approach against ¥ selection criteria,
I apply it to a different class of photons reconstructed with looser selection criteria and
known to yield 70 with 50% efficiency from an independent analysis. The selections are

e Number of activated crystals > 1.5;
e 0.2967 < cluster’s polar angle 6 <2.6180;

e if the photon is detected in the forward region of the calorimeter, it must have an
energy greater than 0.025 GeV; if in the barrel, it must have an energy greater than
0.025 GeV; if in the backward, it must have an energy greater than 0.04 GeV;,

e invariant digamma mass range 0.105 < m(y7y) < 0.150 GeV /c?.

Using equation 5.27, which defines the reconstruction efficiency with the appropriate
corrective terms, all the quantities obtained in the case of the selections at 40% remain
unchanged except for the signal yield at the numerator Y, (7~ — 7~ 7% v,). To estimate it
I perform an additional fit on the diphoton mass with the same model as in section 5.10.

The fit result is shown in figure 5.16.

The resulting number of signal events is

N, = (493 + 29), (5.29)

where the uncertainty is statistical and obtained from the fit. The resulting numerator,
properly rescaled in the appropriate diphoton mass interval, equals

Y, (17 = m 7lu,) = (479 + 24). (5.30)

The inputs to the efficiency equation

Y. (T’ Sy V’r) Bt~ — 17 vy) Eg . Eémck (5.31)

g = '
™ Yd (T_ — T Vq—) B(T_ — 770 VT) . B(7r0 — fyfy) 5% . glrflrack )

are

o V(17 = nVv,;) = (479 £ 24);

o Yy(r7 — 1 v) = (682 £ 26);

. B(T_j’f s 5630%7) = (0.430 & 0.003);
o &) = (24.86 +0.23)%;

o &) = (23.56 + 0.37)%;

o cfrack — (10.81 + 0.33)%;

o clk = (16.51 £ 0.66)%;
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Figure 5.16: (Above): Diphoton mass distribution for simulated numerator events with
fit overlaid. Simulated data are shown in black, the total fit is shown in blue and the
background fit is shown as a dashed red line. The integrated luminosity corresponds to
[ L£dt =258 fb~!. (Bottom): difference between observed and predicted values, divided
by the standard deviation of the observed values.

e purity correction 9%.

The resulting estimate of the 7% meson reconstruction efficiency is

0 = (48.1£4.0)% (5.32)

where the associated uncertainty is statistical and resulting from standard uncertainty
propagation. The result is compatible with the expected value of 50%.

This result, combined with that achieved for the 40% efficiency, provides validation
and significant evidence of the reliability of the method applied in two different working
points. The two estimates are encouraging and suggest that the approach is conceptually
correct. However, these results are obtained in a simplified background configuration and
need further refinement to be applicable in real data.
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Chapter 6

Determination of efficiency in a
realistic simulated sample

In this chapter, I discuss the extension of the analysis to a more realistic scenario. I use a
sample that simulates more faithfully an ete™ collision and consolidates the demonstration
of feasibility of our approach.

6.1 Introduction

In the previous chapter, I demonstrate the feasibility to our estimate of the 7" reconstruc-
tion efficiency in a simplified scenario based on a sample of 7 lepton pairs only. However,
as shown by figure 4.1, this sample represents only a small and unrepresentative fraction
of the overall set of processes that occur during an eTe™ collision. In order to test the
soundness of our approach on experimental data, it is first necessary to extend the analysis
to a simulated sample that is as much realistic possible.

Table 4.2 lists all processes included in the full Monte Carlo sample. The amount of
data available for analysis corresponds to an integrated luminosity of [ Ldt ~ 1.5 ab™ 1.

For notation convenience, the processes eTe™ — BB” and ete~ — BT B~ are unified
under the generic term ete” — B B. Similarly, the processes ete™ — u@, ete™ — dd,
ete”™ — 55, and eTe™ — ¢€ are grouped together as eTe™ — ¢7.

At this preliminary stage, I use only about 0.5% of the total available simulated data,
corresponding to an integrated luminosity of [ £ dt ~ 7.45 fb~!, keeping the proportions of
the various contributions unchanged. This significantly increases the speed of our analysis
and does not spoil the validity of results. The remaining 99.5% of the sample could be
used once the final configuration of the analysis is defined.

6.2 Initial sample composition

In ete™ collisions at the Y(4S) center-of-mass energy, the number of Bhabha events is
orders of magnitude higher than that of the other processes (figure 4.1). In addition, other
large background sources contribute to the so-called low multiplicity processes, i.e., p*u~,
ete uTp~, ete"ete™, and generic processes referred to as £7¢~ XX, which altogether
constitute more than 99% of the initial reconstructed sample. The contributions from ¢g,
BB, h*h~ISR (hadron-hadron pairs originating from initial state radiation) and v are
reasonably small thanks to the restriction imposed of only two tracks per event.
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Process Number of events Fraction
ete” w7t 71~ 368762 0.091%
ete™ = qq 18817 0.0047%
ete” - BB 369 0.000091%
ete” = utp~ 1092022 0.27%
ete” —wete putpu™ 6041746 1.50%
ete” weteete 8833557 2.19%
ete” =0t - Xt X~ 288542 0.071%
ete” = hth™ 1042 0.00026%
ete” —ete™ 386946885 95.87%
ete” = vy 1578 0.00039%

Table 6.1: Composition of the full simulated sample after just offline reconstruction.

Wete 777
Hete —qq

Hete~ — BB
Oete — putpu
Mete —ete ptu™
Bete —weteete
Hetem (T~ XTX™
Hetem — hth™
Hefem —ete”
Oete” — vy

Figure 6.1: Pie chart of the composition of the full simulated sample after just offline
reconstruction.

6.3 Trigger selection

In order to use the realistically simulated sample in collision-like conditions, I take into
account the effect of trigger selections, which are present in data.

The trigger selection adopted here is a combination of drift-chamber based or calorimeter-
based triggers commonly employed in 7 physics at Belle II, which is particularly efficient
in extracting events with 1prongxlprong topology, as in our case. The following is the
combination of level-1 triggers used

(Im10 or Iml1 or Iml2 or Iml14 or Iml6 or Iml7 or Iml8 or Im19 or Iml10) and ffo, (6.1)
where the meaning of each string is outlined in the following for ECL triggers,

e Iml0: number of ECL clusters > 2 with 12.4° < 6§ < 154.7° (full ECL), at least one
with Ej,, > 0.3 GeV and event inconsistent with an ECL three-dimensional Bhabha;
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e Iml1: number of ECL clusters > 1 with Ecys > 2 GeV in 32.2° < 6 < 124.6° (almost
the full ECL coverage);

e Iml2: number of ECL clusters > 1 with Ecy; > 2 GeV in 18.5° < 6 < 32.2° or 124.6°
< 0 < 139.3° and event inconsistent with an ECL three-dimensional Bhabha;

e Iml4: number of ECL clusters > 1 with Eoyy > 2 GeV in 8 < 18.5° or § > 139.3°
and event inconsistent with an ECL three-dimensional Bhabha;

e Iml6: number of ECL clusters = 1 with Ecyy > 1 GeV in 32.2° < 6 < 128.7° (full
ECL barrel) and no other cluster with Ejy, > 0.3 GeV;

e Iml7: number of ECL clusters = 1 with E¢oys > 1 GeV in 18.5° < 6 < 31.9° or 128.7°
< 0 < 139.3° and no other cluster with Ejg, > 0.3 GeV;

e Iml8: two clusters with 170 < A¢coy < 190 deg., both with Ej,;, > 0.25 GeV, and
no cluster with Ej,, > 2 GeV;

e Iml9: two clusters with 170 < Adcy < 190 deg., El%V < 0.25 GeV, Ef9" > 0.25
GeV, and no cluster with Ej,, > 2 GeV;

e Iml10: two clusters with 160 < A¢cyr < 200 deg., and 160 < > 0oy < 200 deg.,
no cluster with Ej,, > 2 GeV;

and for CDC trigger,

e ffo: two or more two-dimensional tracks and opening angle of two two-dimensional
tracks, A¢ > 90 deg., and event inconsistent with an ECL three-dimensional Bhabha
and SuperKEKB Injection veto.

where E oy is the cluster energy in the center of mass frame; Ejy, is that in the labo-
ratory frame; 6 is the polar angle of the ECL cluster in the laboratory frame; ¢y is that
in the center of mass frame; A¢ecys is the difference in azimuthal angle between two ECL
clusters in the center of mass frame; Ellg})” is the lowest cluster energy between two clusters

in the laboratory frame; E{Zgh is the highest cluster energy between two clusters in the
laboratory frame; > ¢y is the sum of the polar angle of two clusters in the center of mass
frame; ECL three-dimensional Bhabha is defined as two high energy clusters back to back
in 6 and ¢ in the center of mass frame with 160 < > 0cyr < 190 deg. and 160 < A¢ o
< 200 deg. and c.m. energy greater than 3 GeV and 4.5 GeV. The SuperKEKB Injection
veto is a signal that inhibits data acquisition if machine operators are injecting beams into
SuperKEKB.

From now on, when I refer to trigger selections, I mean the combination of selections
given in equation 6.1.

Table 6.2 reports the sample composition after applying the triggers selections.

A comparison of the tables 6.1 and 6.2 shows that triggers have already a significant
impact. There is an enrichment in 7-pair events, which increase from 0.091% to 1.18%.
On average, all background contributions are reduced, particularly the major backgrounds
due to eTe™ events (reduced from 95.87% to 92.54%), ete eTe™ events (reduced from
2.19% to 1.36%), eTe~up~ (from 1.50% to 0.52%), £~ X+ X~ (from 0.071% to 0.057%)
and vy (from 0.00039% to 0.0002%). The only contributions that is comparatively more
abundant after trigger selection are p*p~ events (from 0.27% to 4.30%), qq (from 0.0047%
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to 0.47%), BB (from 0.000091% to 0.001%). The contribution of h*h~ events remains
almost constant (0.0003%).

After trigger and reconstruction, the main contributions to the sample are the back-
grounds consisting of ete™ (92.54%), utu~ (4.30%), ete~ete™ (1.36%), eTe ™ utpu™ (0.52%)
and 7-pair events (1.18%). All other contributions, are already at the subpercent level and
are neglected.

Process Number of events Fraction
ete” w7771~ 180952 1.18%
ete™ — qq 7141 0.047%
ete” - BB 206 0.001%
ete™ — putp~ 657542 4.30%
ete” weTe utpu™ 79129 0.52%
ete” —weTe ete 208368 1.36%
ete” = (T~ XT X~ 8746 0.057%
ete” = hTh™ 45 0.0003%
ete” —ete” 14162952 92.54%
ete” — vy 34 0.0002%

Table 6.2: Composition of the realistically simulated full sample after trigger selections.

Mete 777~
Wece —qq

Hete- — BB
Oete” — utu~
Mete —wefeputu™
BMete —weteete
Hetem 5t~ XTX™
Hetem — hth™
Hefem —efe
Oete™ — vy

Figure 6.2: Pie chart of composition of the realistically simulated full sample after trigger
selections.

In the next section I use the resulting sample to identify a configuration of selections
on the discriminant observables, with the goal of extracting a pure sample of 7-pair events,
even in the presence of the background represented by Bhabha events generalizing what
done in chapter 5.
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6.4 Selections on realistic simulation

To generalize the optimization discussed in section 5.4 to a realistic Monte Carlo sample,
I consider only the contributions of background processes that are of the same order of
magnitude as the signal. BB, ¢qq, h*h~, vy and ¢t¢/~ XX~ contributions are neglected.

I identify a set of criteria to apply to the discriminating observables, aiming to minimize
the contribution of Bhabha events and obtain the purest possible 7-pair sample as follows:

e [ construct normalized histograms of all relevant contributions to the observable un-
der consideration, to visually identify shape differences that can offer discriminating
power;

e [ isolate the contribution of the 7-pair signal (shown in red), and compare it with
contributions of the main background processes, eTe™ (gray), ete eTe™ (green),
ete”putp~ (magenta), and putp~ (blue);

e [ define qualitatively selections for each observable by restricting the sample to the
domain where the contribution of the 7-pair signal seems enhanced over the back-
grounds;

This empirical procedure does not consider all background contributions simultaneously
thereby not representing a global optimization of selections. However, it provides a first-
order estimate consistent with our initial exploratory approach. Based on the results, I
will evaluate whether it will be necessary to implement further optimization.

I use thrust as one discriminating observable (see section 4.4). Figure 6.3 (top panel)
shows the thrust distribution for the various relevant contributions. As expected, the
distribution of u* ™ events (in blue) and eTe™ events (in gray) are biased toward higher
thrust values than 7 pair production. The selection applied, 0.915 < thrust < 0.98, is
indicated by the orange dashed vertical lines and isolates a range where signal is relatively
more prominent.

Then, I consider the visible energy in the center of mass. I expect it to be particularly
discriminating between 777~ events and Bhabha or muon-pair-producing events. Because
T-pairs decay producing at least two neutrinos, a selection on visible energy also discrim-
inates against ete"ete™, and ete putu~ events. Figure 6.3 (bottom panel) shows the
visible energy in the collision’s center of mass distribution for the various relevant con-
tributions. The distribution of eTe~ete™ events (green), eTe~upu~ events (magenta) is
centered on lower visible energy values than the 7 pair production events. On the other
hand, the distribution of eTe™ events (gray) and u*u~ events (blue) is centered on higher
visible energy values allowing effective discrimination against signal events. The chosen
selection is enclosed by the orange dashed vertical lines, 2.95 < visible energy < 7.45 GeV.

It is likeliy that one or more particles in four-body events may exit the detector’s
acceptance region leading to a significant loss of visible energy. A selection based on
this variable is therefore expected to allow effective isolation of 7-pair production events,
significantly reducing the contribution of all background processes previously mentioned.

In addition to selecting on thrust and visible energy, I also revisit selections on the ob-
servables discussed in the previous chapter: the particle identification of the pion associated
with the track in the signal hemisphere of the event, and E/p.

Figure 6.4 shows distributions of these observables for the various relevant contribu-
tions. I take advantage of the differences among distributions of the various components
to restrict the analysis sample to a region of pion identification > 0.54 and 0.07 < E/p <
0.69 ¢ in which the contribution of 777~ events is enhanced.
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Figure 6.3: (Top panel): distribution of event thrust for simulated 747~ events (red) and
relevant background contributions, eTe™ (gray), ete eTe™ (green), eTe~uTu~ (magenta),
ptu~ (blue). (Bottom panel): distribution of visible energy in the center of mass for the
same components. The orange dashed lines enclose the signal selections. All histograms
are normalized to unit area. The integrated luminosity corresponds to [ Ldt = 7.45 fb=1.

In order to further reduce the contribution of Bhabha events, I perform an additional
selection on the momentum of the charged particle in the tag hemisphere pirqck tag- 1 focus
on the tag hemisphere in order not to bias the signal charged-particle momentum which
could then restrict excessively the 70 momentum range.

In fact, while in 7 decays the 7 momentum gets distributed among multiple decay
products, including a charged particle (e.g., a pion or muon) that may have a relatively
lower momentum, in Bhabha events the electrons and positrons are directly produced in
the collision and tend to have high momentum.

Figure 6.5 shows the momentum of the tag charged particle psyqck tag for various relevant
components. The distributions of eTe™ events (gray) and u*pu~ events (blue) are centered
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Figure 6.4: (Top panel): distribution of pion identification for the signal track in 777~
events (red) and relevant backgrounds, eTe™ (gray), ete ete™ (green), ete pu™p~ (ma-
genta), utu~ (blue). The orange dashed line correspond to the signal selection. (Bottom
panel): distribution of E/p for the same categories. The orange dashed lines enclose the
signal selections. All histograms are normalized to unit area. The integrated luminosity
corresponds to [ Ldt = 7.45 b1,

on higher momentum values than the 7 pair production events (red). The selection applied
is indicated by the orange dashed vertical line and is piracktag < 3.15 GeV/c.

From now on, when I refer to low — multiplicity selections (LM ), I mean the combi-
nation of selections described in this paragraph.

The full sample composition resulting from all previous low-multiplicity selections is in
table 6.3.
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Figure 6.5: Distribution of pyqckiag for the tag track in 777~ events (red) and relevant
backgrounds, eTe™ (gray), ete eTe™ (green), ete uTu~ (magenta), utu~ (blue). The
orange dashed line correspond to the signal selection. All histograms are normalized to
unit area. The integrated luminosity corresponds to [ £dt = 7.45 b=t

Process Number of events Fraction
ete” =171~ 35853 96.56%
ete” — qq 170 0.46%
ete” — BB 0 -
ete™ — putpu~ 2 0.005%
ete” —wete putu™ 55 0.15%
ete” —eTeete 52 0.14%
ete” = T~ XTX~ 105 0.28%
ete™ = hTh™ 0 —
ete™ —eTe” 892 2.40%
ete™ — vy 0 -

Table 6.3: Composition of the realistic simulated full sample after all selections.

The result is interesting: with a realistic sample composition, I obtain a 7 pair purity
of about 97%, demonstrating that the method used for efficiency estimation should remain
valid even when considering realistic data.

Due to the high purity achieved I do not proceed with further optimization, assum-
ing that any improvement in signal purity due to optimization would be negligible when
compared to the major gain already achieved.
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Figure 6.6: Pie chart of the composition of the realistic simulated full sample after all
selections.

6.5 Optimized 777~ selections

To validate the analysis as developed in realistic simulation, it is important to compare the
resulting 70 efficiency with a known reference.

The only difference between the study of the 7-pair-only sample of chapter 5 and the
realistic sample is the application of a combination of trigger selection and selections on
further discriminanting observables.

However, since the full Monte Carlo sample is also subjected to low-multiplicity selec-
tions that may affect the distributions of the discriminanting observables used in chapter
5, the optimized selections found previously may not be optimal for this realistic dataset.
In order to assess the impact of low-multiplicity selections, I first assess the sample com-
position of the fully simulated sample selected through optimized selections of chapter 5
(17 selections from now on).

Tables 6.4 shows the results. The dominant background processes are a numerator con-
tamination (about 4.5%), 7~ — p~ 7, v; (about 7%) caused by misidentification between
muon and pion and by Bhabha processes (about 6%). The denominator signal achieves a
purity of about 79%. This purity is insufficient for a reliable estimate of the 7° reconstruc-
tion efficiency. Therefore, I re-optimize the signal purity at the denominator to identify a
new configuration of selections possibly optimal for this generic sample (final selections
from now on).

I therefore perform a dedicated selection optimization using the same approach de-
scribed in paragraph 5.4. Figure 6.7 shows the resulting figure of merit as a function of
the criteria combination.

The absolute maximum of the purity is derived from the configuration of selections that
corresponds to

o 71D > 0.84;
e E/p < 0.0815 c.

The resulting sample composition is shown in tables 6.5 and 6.6. The denominator signal
fraction has increased to about 84.44% with 114 signal events remaining.
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Denominator

Generation Number of events Fraction
T =S v 248 (78.98 + 2.30)%
~ = 10, 14 (4.46 +1.16)%
T = u Vs 22 (7.01 £ 1.44)%
ete” —wete ptu~ 3 (0.96 + 0.55)%
ete” —ete ete 1 (0.32 £ 0.32)%
ete™ = (T~ XTX~ 3 (0.96 £+ 0.96)%
ete™ = efe™ 20 (6.37 +1.38)%

Table 6.4: Denominator composition resulting from the application of the optimization of
chapter 5 (77 selections) to the fully simulated sample. Only processes showing a non zero
yield are included. The associated uncertainty is statistical and is calculated assuming a
binomial distribution.
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Figure 6.7: Purity as a function of selection. The absolute maximum is highlighted by a
red circle.

Denominator

Generation Number of events Fraction
T =S Ur 114 (84.44 +£3.12)%
= 10, 2 (1.48 +£1.04)%
T = K v 1 (0.74 £ 0.74)%
T = WU Uuvs 4 (2.96 £ 1.46)%
ete” —wete putu™ 1 (0.74 +0.74)%
ete” —ete ele” 1 (0.74 £0.74)%
ete” = ete” 10 (7.41 £ 2.25)%

Table 6.5: Denominator composition resulting from re-optimization of the realistically
simulated sample (final selections). Only processes showing a non zero yield are included.
The associated uncertainty is statistical and is calculated assuming a binomial distribution.
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Figure 6.8: Pie chart of the re-optimized denominator composition on the realistic sample
(see table 6.5).

Numerator

Generation Number of events Fraction
T =S Uy 45 (11.03 + 1.55)%
T~ = 10u, 338 (82.84 +1.87)%
= =1 210, 4 (0.98 £ 0.49)%
T = K v (0.25 +0.24)%
(TR 7 78 2 (0.49 +0.35)%
ete” - 4T~ XTX™ (0.49 +0.35)%
ete” —ete” 10 (2.45£0.77)%

Table 6.6: Numerator composition resulting from re-optimization of the realistically simu-
lated sample (final selection). Only processes showing a non zero yield are included. The
associated uncertainty is statistical and is calculated assuming a binomial distribution.

Table 6.5 shows the resulting denominator sample composition. The main contribution
to the background are Bhabha events, which remain prevalent even after optimization,
accounting for about 7% of the total. About 3% of the total is attributed to 7= — u~ 7, v,
decays, which are a major source of background in the sample of only-7-pair events. In
addition, a contribution of about 1.5% comes from the numerator.

Table 6.6 shows the numerator sample composition. The signal purity at the numerator
is about 83%. The main contribution to the background comes from a denominator con-
tamination, which accounts for almost 11% of the total. This contribution is statistically
subtracted in the diphoton mass fit, so there is no pressing need to reduce it further. In
addition, a background contribution of about 2% is due to Bhabha events. The remaining
contributions are subpercent.

Comparing the tables 6.4 and 6.5 shows that the updated optimization results in an
absolute gain of about 5% in the purity of the signal at the denominator. This reflects the
differences between the realistic Monte Carlo sample and the 7-pair exclusive sample. The
introduction of additional background components in the realistic Monte Carlo generates
bias in the distributions, which spoils optimality. Howerver, an 84% purity can preliminarly

91



CHAPTER 6. DETERMINATION OF EFFICIENCY IN A REALISTIC SIMULATED
SAMPLE

B~ v

B -1 v

Br~ — K v,

O7 —u vuvr

Hr — 71 200,
Oete =T~ XTX™
Hete = ete

M other

Figure 6.9: Pie chart of the re-optimized numerator composition on the realistic sample
(see table 6.6).

be considered sufficient for our objective. As in chapter 5, I proceed to estimate the
correction factors to be included in the 7° reconstruction efficiency formula.

6.6 Corrective terms to the efficiency formula

Similarly to chapter 5, needed corrective terms are determined from simulation.
The efficiency of the low-multiplicity selections used to extract the purest possible 7
pair sample, is evaluated in a similar way as the previous corrective terms and is

M — (19.06 £ 0.52) %, (6.2)

for the denominator and

eLM — (33.35+0.35) % (6.3)

for the numerator.
The selection efficiency on photons for the denominator is

el = (21.73+ 0.58) %, (6.4)

and for numerator is
e} = (30.74 £ 0.33) %. (6.5)

The efficiency of the final selections for the denominator is

efmal = (10.35 + 0.92) %, (6.6)

and for numerator is
gfinal — (5.50 + 0.29) %, (6.7)

where all the associated uncertainties are statistical and calculated assuming a binomial
distribution.

The only missing ingredients for estimating the 7° reconstruction efficiency with the
realistic Monte Carlo dataset are the signal yields at the numerator (V,,(7= — 7~ 7% v,))

and at the denominator (Yy(7~ — 7~ v;)).
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6.7 Extraction of the denominator signal yield

Similarly to what done in chapter 5, the denominator signal yield is

Yao(rm = 7 vy) = (135 £ 12), (6.8)

where the associated uncertainty is statistical, and assumed to be Poisson.

6.7.1 Correction for denominator impurity

Due to non-purity in the denominator sample, this efficiency needs to be corrected.

Table 6.5 shows that only 114 events out of 135, about 84.4%, are actually signal events
generated as 7~ — 7 v,. The remaining approximately 16% are background events that
meet all the selections and that in our method are erroneously considered as denominator
signal events. Hence, I apply this additional 16% correction to 7¥ reconstruction efficiency.

6.8 Extraction of the numerator signal yield

I apply to the numerator sample the same standard combination of selections on all photons
in the event and invariant mass restriction (see section 5.10).

I perform the usual fit on the 7° invariant mass and obtain the result shown in figure
6.10. The number of signal events in the fit interval is

N, = (159 + 14), (6.9)

where the associated uncertainty is purely statistical. The signal yield of the numerator
is

Yo (r~ — 7 7)) = (150 £ 23), (6.10)

after correction for the fit range.

6.9 Final % reconstruction efficiency

At this point, I have all the inputs for calculating the 7° reconstruction efficiency using
the full simulated sample,

o YV, (17 — ;) = (150 + 23);

o Yy(rm —» 7 v) = (135 £ 12);

B( T T) _ .
ey = (0.430 £ 0.003);
o &) = (30.74 +0.33)%:

o &1 = (21.73 + 0.58)%;

o I — (550 4 0.29)%;

o " = (10.35 £ 0.92)%,

o LM —(33.35 4+ 0.35)%;
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Figure 6.10: (Above): Diphoton mass distribution for simulated numerator events with
fit overlaid. Simulated data are shown in black, the total fit is shown in blue and the
background fit is shown as a dashed red line. The integrated luminosity corresponds to
[Ldt =745 fb~!. (Bottom): difference between observed and predicted values, divided
by the standard deviation of the observed values.

o bM = (19.06 + 0.52)%;
e non-purity 16%,

substituting those into the equation defining the 7° meson reconstruction efficiency

o Yo (17 = 7Vy;) B(r™ =7 vr) e - gfinel . LM
™ Y o) \Br =1 70, B0 = ) ey efimal LM |

(6.11)
I obtain the final estimate of the 7 meson reconstruction efficiency in realistic condi-
tions,

0 = (43 + 9)%, (6.12)

where the associated uncertainty is statistical and based on standard uncertainty prop-
agation. The result is compatible with the expected value of 40% known from independent
studies.

The efficiency exhibits a relative uncertainty of 20%, significantly higher than the sub-
percent precision goal our method could theoretically achieve. However, as discussed in
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section 5.11 most of it is driven by our choice of using small samples for practical conve-
nience. During the development of the method in a real application, one would use the full
samples of simulation and data available at Belle II thus reducing the uncertainty down to
the irreducible limit due to branching fractions.

This result supports the reliability of our approach and its promising potential. The
fact that the result obtained from a realistic sample remains consistent with the expected
outcome provides a convincing validation of the approach. The consistency of these esti-
mates as obtained in varying scenarios of sample composition and selection is remarkable
and indicates promising opportunities of applications in real data.
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Chapter 7

Toward an application to Belle 11
data

In this chapter I present preliminary comparisons between experimental data and Monte
Carlo simulations for relevant observables, to qualitatively assess the possibility of extending
the method to Belle II collision data. The chapter concludes with a concise overview of most
relevant systematic uncertainties that might affect the final estimate of the efficiency in a
sample of experimental data.

7.1 Introduction

In this thesis work, I thoroughly demonstrated the feasibility of the method in simulated
data. The natural next and final step would be to estimate the applicability to experimental
data.

In preparation for this, I start with a preliminary, qualitative comparison between rele-
vant distributions in experimental and simulated data to identify any differences that would
require dedicated studies before a data application. I study E/p, tag track momentum,
pion identification, thrust, and visible energy in the center of mass because these are the
observables we use in the selection.

7.2 Data-simulation comparison

Figures 7.1 and 7.2 show the comparison of data and simulation for the observables E/p and
the tag particle momentum, respectively after all selections. Here and in any subsequent
similar plots, data distributions are normalized to simulated distributions. Good agreement
exists for these observables, with no statistically significant signs of mismodeling.

Analyzing in detail the bottom panel in the figure 7.1, a seemingly oscillating structure
in the data points as a function of E/p emerges, the origin of which may not be attributable
to simple statistical fluctuations. In particular, the presence of sequences of adjacent
points (i.e. bin 1-2 and bin 27-28) coherently about two standard deviations away from
the simulated distribution suggests a potential, albeit slight, discrepancy in shape between
the two distributions. Similarly, the bottom panel in figure 7.2 shows evidence of an
increasing monotonic structure in the data-simulation ratio that stabilizes at unity. Again,
this behavior is unlikely to be due to statistical fluctuation but rather suggests to a slight
discrepancy in the shape of the two distributions.

In both cases, systematic deviations are minimal and therefore not a reason of concern.
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Figure 7.1: (Top panel): data-simulation comparison for the observable E/p after applying
all selections. Data (black points) are normalized to the simulated distribution (colored
histogram) whose sample size corresponds to [ Ldt = 7.45 fb~1. (Bottom panel): data-
to-simulation ratio.

Figure 7.3 shows the comparison for the pion identification observable, which shows a
visible shape discrepancy in the highest pion-identification bin.

This discrepancy is known in Belle II from other studies [69] and could be mitigated
by using dedicated centrally produced corrections based on control samples in data that
weigh the simulated distribution to mirror data as a function of particle momentum and 6.

Figures 7.4 and 7.5 show the comparison for the visible energy in the center of mass and
thrust, respectively. Serious disagreements are observed for these observables, particularly
for the thrust. For the visible energy distribution, the shapes of the data and simulation
distributions appear to be consistent, except for a major shift of the data distribution to-
ward higher values. For the thrust distribution, the mismodeling is even more pronounced,
with shapes that are completely different. This behavior merits further investigation. By
studying the data-simulation comparison for thrust after each of the steps in the sequence
of selection criteria, I find that the mismodeling primarily occurs after the visible energy
selection is applied. Given that visible energy and thrust are correlated as shown in figure
7.6, I study the visible energy to investigate the possible origin of this mismodeling. Figure
7.7 shows the visible energy comparison before any analysis selection. The distribution
show large mismodeling and significant shape discrepancies. The position of the peaks in
energy is poorly reproduced by the simulation, resulting in large data-to-simulation ratios.
Consequently, the significant discrepancy observed in thrust, as illustrated in figure 7.5, is
likely attributable to this initial visible energy mismodeling.
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Figure 7.2: (Top panel): data-simulation comparison for the particle’s tag momentum after
applying all selections. Data (black points) are normalized to the simulated distribution
(colored histogram) whose sample size corresponds to [ £dt = 7.45 fb~1. (Bottom panel):
data-to-simulation ratio.

To fully resolve this discrepancy, a dedicated study of visible energy modeling and its
correlation with thrust would be required before applying the analysis to data. Such a
study, however, goes beyond the scope of this thesis. In case that such a study would
not expose concusively the source of the mismatch, a two-dimensional reweighting in the
thrust-visible energy plane would probably be sufficient to apply the method in data.

7.3 Systematic uncertainties

When extending the method to experimental data, it would be necessary to consider a
number of sources of systematic uncertainties.

To facilitate understanding, I report below the equation that defines the 7% meson
reconstruction efficiency, along with the relevant correction terms

Yl o aty) B(r— = vy) AL Ll N
T Yo(rm= = 7mvr) \B(rm =7 710u;) - B(r® = y7) ) \ &) - efiral . gl |7

First, the statistical uncertainties associated with corrective efficiencies, due to the
finite size of the simulated samples used to determine them, propagate into the final result
as systematic uncertainties.

Other main sources of systematic uncertainty identified in this method include

o Systematic uncertainty from uncertainties of corrective efficiencies: throughout this
thesis, I describe in detail the corrective terms to be included for estimating the 7°
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Figure 7.3: (Top panel): data-simulation comparison for the pion identification observable
after applying all selections. Data (black points) are normalized to the simulated distri-
bution (colored histogram) whose sample size corresponds to [ L£dt = 7.45 fb~!. (Bottom
panel): data-to-simulation ratio.

meson reconstruction efficiency: the efficiency of selection on photons &7, used to sep-
arate the numerator sample from the denominator sample; the efficiency of applying
the low-multiplicity selections e“M | used to isolate the purest 7-pair production sam-
ple from a generic simulated sample; and the efficiency of the final selections /"%
used to obtain the purest possible sample of signal at the denominator (77 — 7~ v;).

I evaluate these quantities through simulation under the assumption that all dis-
crepancies between numerator and denominator channels are accurately described
by Monte Carlo. However, this is likely true only up to a certain accuracy. Con-
sequently, it is necessary to assign a systematic uncertainty to each correction term
introduced in the reconstruction efficiency estimate, reflecting such accuracy.

To estimate the systematic uncertainty associated with mismodeling these correction
factors, one possible approach would involve using control channels sensitive to those
auxiliary efficiencies and whose branching ratios are known with high precision. By
applying the same selections described in this analysis to these channels, it might
be possible to measure the branching fraction in both experimental data and Monte
Carlo simulation and use the fractional difference as an estimate of the relevant
uncertainty.

e Systematic uncertainties associated with denmominator impurity: 1 correct the denom-
inator yield by a factor related to the non-purity of the signal at the denominator.
Again, I rely on Monte Carlo simulation to quantify the correction factor, assuming
that the estimation of the sample composition at the denominator provided by the
simulation is realistic. Incorrect modeling would result in an inaccurate sample com-
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Figure 7.4: (Top panel): data-simulation comparison for the visible energy observable after
applying all selections. Data (black points) are normalized to the simulated distribution
(colored histogram) whose sample size corresponds to [ £dt = 7.45 fb~!. (Bottom panel):
data-to-simulation ratio.

position and, consequently, an inaccurate estimate of the correction factor related to
denominator non-purity which would bias the results.

Quantifying the systematic uncertainty associated with denominator non-purity is
more involved. One possible option would be to rely on the accumulated experience
of various Belle II analyses of 77~ — 7~ v, that contribute to validate the general ac-
curacy of Belle II simulated 777~ sample composition. Another could be to perform
an auxiliary analysis devoted exclusively to the denominator, aimed at quantitatively
measuring purity and estimating the associated systematic uncertainty.

o Systematic uncertainties related to the fit model: in the numerator I use a fit of the
70 invariant mass distribution to estimate the yield. As discussed in section 5.10, I
choose an empirical fit model to describe the signal and the background. This choice
introduces systematic uncertainty since the model generating the data most probably

differs from the model I adopted.

To assess the systematic uncertainty associated with the signal yield estimate at
the numerator, I would repeat the fit using a few combinations of equally adequate
models for signal and background and use the fractional difference between the yields
obtained as uncertainty.

o Systematic uncertainties related to the branching fractions: in the final equation 7.1,
which defines the 7° reconstruction efficiency, we use as external inputs the branch-
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Figure 7.5: (Top panel): data-simulation comparison for the thrust observable after apply-
ing all selections. Data (black points) are normalized to the simulated distribution (colored
histogram) whose sample size corresponds to [ Ldt = 7.45 fb~!. (Bottom panel): data-
to-simulation ratio.
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Figure 7.6: Visible energy as a function of thrust for a realistic sample of simulated data
after trigger selections. The integrated luminosity corresponds to [ Ldt = 7.45 bt

ing fractions of the decay channels considered in this analysis, B(1~ — 7~ 7°v;),

B(t~— — 7~ v;) and B(7" — 7). These are known within their uncertainties [12].
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The relevant systematic uncertainties would be obtained by propagating those un-
certainties in the final results.
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Chapter 8

Summary

This thesis explores the feasibility of a new method for determining the 7° reconstruction
efficiency in Belle II with performances superior to those of existing methods which are
limited to 3%-4% by irreducible uncertainties.

Improving the accuracy on the efficiency is important. Many processes sensitive to
physics beyond the Standard Model require the measurement of absolute decay rates in-
volving 7¥ mesons, in which the 70 reconstruction efficiency is often the main source of
systematic uncertainty, significantly limiting the reach.

The method described in this work determines the 7 meson reconstruction efficiency
in data, relative to simulation, using the rate ratio between 7~ — 7~ 7% vy and 77 — 7 v,
decays.

Due to the high accuracy with which these rates are known, the low background, and the
wide momentum spectrum covered by 7°, this method could potentially allow for fractional
accuracy in the 70 efficiency of the order of 1072 or lower.

I isolate two mutually disjoint samples, signal enriched via dedicated optimizations, of
7~ — 7 7m%v, and 77 — 7 v, decays, to extract the yields needed for estimating the
70 reconstruction efficiency. I start from a simplified scenario based on a sample contain-
ing only 7 pair events. Then, I generalize the method to a complete simulated sample,
demonstrating its validity in realistic conditions. Special care is devoted to identify and
determine the necessary corrections to account for the differences between the numerator
and denominator. Finally, a qualitative preliminary analysis of the experimental data dis-
tributions, compared with realistic simulations reveals unexpected discrepancies. I discuss
these discrepancies and possible solutions to work around them.

The results validated against samples of known efficiency demonstrate the conceptual
feasibility of the method, illustrate its detailed practical implementation, and confirm its
promising potential for application in Belle II data.
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