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Abstract

This thesis presents the first inclusive untagged analysis of B Ñ Xu`ν decays using data

from the Belle II experiment. Within the Standard Model theory of particle physics, these

are weak decays of the B meson to a hadron containing an up quark, Xu, a charged lepton

(either an electron or a muon), `, and the corresponding lepton neutrino, ν. The decay rate

is governed by the Cabbibo-Kobayashi-Maskawa quark mixing matrix element Vub. The

value of the Vub matrix element is one of the fundamental parameters of nature, a quantity

that cannot be theoretically predicted and therefore must be measured. The Vub value can be

extracted based on the measured B Ñ Xu`ν partial branching fraction. In this thesis, the

measurement of the B Ñ Xu`ν branching fraction is done inclusively, whereby the outgo-

ing hadron is not reconstructed. Only the charged lepton is selected. To avoid the dominant

B Ñ Xc`ν background, in which Xc is a hadron containing a charm quark, the signal

yield is measured in the lepton momentum endpoint region, between 2.1 and 2.7 GeV. For

the first time in the B-factory era of flavour physics studies, this measurement is uniquely

performed using both the electron and muon final states, an approach not used before in
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previous B-factory inclusive measurements of these decay modes.

The analysis makes use of p198.0 ˘ 3.0q ˆ 106 B meson pairs recorded by the Belle II

experiment. The Belle II experiment is a B-factory experiment located at the SuperKEKB

electron-positron collider in Japan. It started collecting physics-quality collision data in

2019.

Using the recorded data and a Monte Carlo simulated data sample, the signal selection is

developed. The signal yield is measured using a fit to the lepton momentum, and the sys-

tematic uncertainties are evaluated. The analysis procedure is validated by measuring the

hadron-flavour agnosticB Ñ X`ν branching fraction. In this thesis, the sensitivities for the

measurement of the B Ñ Xu`ν partial branching fraction and the subsequently extracted

Vub value are presented. The expected experimental uncertainty for the partial branching

fraction in the electron channel, ∆BpB Ñ Xueνq, is 0.14%stat˘15.5%syst, and in the muon

channel, ∆BpB Ñ Xuµνq, is 0.16%stat˘12.0%syst. The sensitivity in this early data-taking

period is limited by systematic effects due to dominant particle identification uncertainties.

The overall systematic uncertainty is expected to improve as the Belle II experiment col-

lects more data and deeper understanding of the detector performance, motivated in part by

this first study, is established.
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Abrégé

Cette thèse présente la première analyse inclusive non étiquetée des désintégrations B Ñ

Xu`ν en utilisant les données de l’expérience Belle II. Dans le cadre de la théorie du Mod-

èle Standard de la physique des particules, il s’agit de désintégrations faibles du méson

B vers un hadron contenant un quark up, Xu, un lepton chargé (soit un électron, soit un

muon), `, et du neutrino correspondant, ν. Le taux de désintégration est régi par l’élément

Vub de la matrice Cabbibo-Kobayashi-Maskawa qui mélange les différentes saveurs de

quarks. La valeur de l’élément de matrice Vub est l’un des paramètres fondamentaux de

la nature, une quantité qui ne peut être prédite théoriquement et doit donc être mesurée.

La valeur de Vub peut être extraite de la fraction de désintégration partielle mesurée B Ñ

Xu`ν. Dans cette thèse, la mesure de la fraction de désintégration B Ñ Xu`ν est ef-

fectuée de manière inclusive, où le hadron sortant n’est pas reconstruit. Seul le lepton

chargé est sélectionné. Pour éviter le fond dominant B Ñ Xc`ν, dans lequel Xc est un

hadron contenant un quark charm, le rendement du signal est mesuré dans la région du

moment du lepton entre 2,1 et 2,7 GeV. Pour la première fois dans l’ère des usines à B
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des études de physique des saveurs, cette mesure est effectuée de manière unique en util-

isant à la fois les états finaux électronique et muonique, une approche jamais utilisée au-

paravant dans les mesures inclusives de ces modes de désintégration dans les usines à B.

L’analyse utilise p198.0˘3.0qˆ106 paires de mésonsB enregistrées par l’expérience Belle

II. L’expérience Belle II est une expérience d’usine à B située au collisionneur électron-

positron SuperKEKB en Japon. Elle a commencé à collecter des données de collision de

qualité assez élevée pour l’analyse en 2019. La sélection du signal est développée en

utilisant les données enregistrées et un échantillon de données simulées Monte Carlo. Le

rendement du signal est mesuré en ajustant une courbe au moment du lepton, et les in-

certitudes systématiques sont évaluées. La procédure d’analyse est validée en mesurant la

fraction de désintégration B Ñ X`ν agnostique à la saveur des hadrons. Dans cette thèse,

les sensibilités aux mesures de la fraction de désintégration partielle B Ñ Xu`ν et de

la valeur de Vub extraite par la suite sont présentées. L’incertitude expérimentale attendue

pour la fraction de désintégration partielle dans le canal électronique, ∆BpB Ñ Xueνq, est

de 0.14%stat ˘ 15.5%syst, tandis que dans le canal muonique, ∆BpB Ñ Xuµνq, elle est de

0.16%stat ˘ 12.0%syst. La sensibilité au cours de cette période de prise de données précoce

est limitée par les effets systématiques liés aux incertitudes sur l’identification des par-

ticules qui dominent. L’incertitude systématique globale devrait s’améliorer à mesure que

l’expérience Belle II collecte plus de données et qu’une compréhension plus approfondie

des performances du détecteur, motivée en partie par cette première étude, est établie.
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Contributions of the Author

The Belle II experiment is an international collaboration of more than 120 universities and

institutes, consisting of more than 1000 members. The hardware and software used for the

running of the experiment are products of collaborative work spanning over more than a

decade. The data and the Belle II specific software tools used for the analysis presented in

this thesis have been produced and developed by the Belle II collaboration.

The analysis of the semileptonic inclusive decayB Ñ Xu`ν, using the data recorded by the

Belle II detector and the simulation produced by the Belle II collaboration, is the work of

the author. This type of analysis has not been done at the Belle II experiment before and is

work of the author providing distinct contributions to knowledge. The author is the only an-

alyst that worked on this analysis. Advice and guidance have been given by Prof. Andreas

Warburton and Dr. Raynette van Tonder, postdoctoral researcher, based on their previous

experience with particle physics analyses. The author also received valuable guidance and

advice from the Belle II Semileptonic Working Group members, namely the conveners of

the group, Dr. William Sutcliffe, Dr. Lu Cao, Dr. Christoph Schwanda, Dr. Racha Cheaib,
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and Prof. Florian Bernlochner.

A separate earlier analysis of the B Ñ Xueν electron momentum endpoint region was

performed solely by the author and represented the ‘rediscovery’ of charmless B decays

using the Belle II experiment. This result was presented at the International Conference for

High Energy Physics in 2020 (ICHEP2020) [1, 2], but was not officially published. This

preliminary result was reviewed by a committee of Belle II members: Dr. Markus Prim,

Prof. Kyung Kwang Joo, and Prof. Romulus Godang. Several of the foundational tech-

niques used in the analysis presented in this thesis draw from this initial bÑ u rediscovery

exercise.

The summary of contributions of the author for each thesis chapter is given below:

• Chapter 1: The author gives an introduction and motivation for the analysis presented

in the thesis.

• Chapter 2: The author presents an introduction to the theoretical framework of parti-

cle physics that is relevant to this analysis.

• Chapter 3: The author provides a summary of the previous measurements of semilep-

tonic B meson decays performed at other particle physics experiment.

• Chapter 4: The author gives an overview of the Belle II experiment and the detector

used for collecting the data used in this thesis.

The author contributed to the data taking at the Belle II experiment by performing

control room shifts, both on site and remote. The author also partook in the data re-

construction, by taking online quality monitoring shifts.

The author significantly contributed to the estimation of the beam background lev-

els in the electromagnetic calorimeter of the Belle II detector. The author analyzed
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beam background simulations and some of the first data coming from the Belle II

experiment for this purpose. This work will not be presented in this thesis.

• Chapter 5: The author lays out the analysis method and provides an overview of the

Belle II data, simulation and the Belle II proprietary software used for the analysis.

The simulation and the software are the result of work of numerous members of the

Belle II collaboration. The analysis method was developed by the author, by examin-

ing previous similar analyses done at other experiments and with advice and guidance

from previously mentioned collaborators. The analysis results are presented blinded

for this thesis, where only the relative uncertainties are shown. The author explains

the blinding process. For the application of the hybrid model to the signal simulation,

the author received guidance from Dr. Markus Prim and Prof. Florian Bernlochner.

The software package for the application of the hybrid modelling weights was devel-

oped by Dr. Markus Prim.

• Chapter 6: The author explains the signal selection procedure. The signal selection

was developed, tested and applied to data and simulation by the author. The data

and simulation correction factors have been derived by the Belle II collaboration and

applied by the author. The software module used for applying the particle identifi-

cation corrections was developed by the collaboration. The author trained and tested

multivariate algorithms for continuum background suppression.

• Chapter 7: The author explains how the signal yield is extracted using a fit to data.

The fitting algorithm was designed and tested by the author. Guidance while devel-

oping the fitting algorithm was provided by Dr. Raynette van Tonder. The fitting

software used was developed by the Belle II collaboration.
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• Chapter 8: The author explains the systematic uncertainty sources for the signal yield.

The systematic uncertainties were calculated by the author.

• Chapter 9: The author demonstrates the calculation of the partial branching fraction

of B Ñ Xu`ν decay and the |Vub| value. The author calculated the experimental

uncertainties on these quantities. The author also performed and presents a cross-

check of the analysis methodology by measuring the flavour-agnostic B Ñ X`ν

inclusive branching fraction. The author compares the obtained results to the ones

of previous experiments on this subject. The author outlines the next steps in the

analysis unblinding process.

• Chapter 10: The author provides a summary of the analysis performed for this thesis

and comments on future work.
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1
Introduction

The Standard Model (SM)(some of the seminal works that established the SM theory are

[3–6]) of particle physics is currently the most successful theory describing the elementary

particles and their interactions. The SM predictions have been experimentally verified at a

wide range of energy scales. The most recent experimental observation of the Higgs boson

[7] completes the particle content of the SM. Still, there are various questions that the SM

cannot answer. Based on cosmological observations, it is concluded that the SM only de-

scribes about 5% of the energy density of the universe [8], while the remainder is attributed

to ‘dark matter’ and ‘dark energy’. The matter-antimatter imbalance in the universe is also

not understood. Another issue is that the SM has at least 26 free parameters that cannot be

theoretically predicted, but need to be experimentally determined.

Weak decays played a significant role in the development of the SM. The weak pro-

cesses enable the transitions between quarks of different flavours. The Cabbibo-Kobayashi-

Maskawa (CKM) matrix parametrizes the probability of these quark transitions. The CKM

matrix is the source of the charge-parity symmetry violation in the SM, albeit this violation
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is not sufficient to explain the dominance of matter over antimatter in the universe. Mea-

surements of the CKM matrix elements are the cornerstone of flavour physics experiments.

The values of the CKM matrix elements cannot be predicted by theory and need to be mea-

sured. They are necessary for a better understanding of the SM and are a good avenue for

New Physics (NP) searches.

The Vub element of the CKM matrix can be experimentally determined in B Ñ Xu`ν de-

cays, where the B meson is a particle composed of a b quark and a u or d anti-quark1, and

Xu is a hadron made up of a u quark and a u or d anti-quark, ` is a charged lepton and ν is

the corresponding lepton neutrino. In this type of B meson decays, the b quark transforms

to a u quark via a weak interaction. This transition is described by the Vub CKM matrix

element. These so-called charmless decays are rare compared to the decays involving the

final state hadron with a charm quark, B Ñ Xc`ν, which constitute the main background

in B Ñ Xu`ν searches. The B Ñ Xc`ν decay rate is described by the Vcb CKM matrix

element, which is an order of magnitude larger than the Vub element, making this decay

more probable.

The first detection of charmless semileptonic B meson decays came in the early ’90s from

the CLEO [9] and ARGUS [10] experiments. Since then, the Belle and BaBar experiments

made precise measurements of the B Ñ Xu`ν decay rate and the |Vub| value. Tensions are

present in the |Vub| results between the inclusive and exclusive analysis approaches [11].

The analyses taking an exclusive approach reconstruct the specific final state hadron, while

the inclusive analyses do not require reconstruction of a specific hadron in the final state.

This thesis presents the measurement of the inclusive B Ñ Xu`ν decay rate using data

from the novel Belle II experiment. The Belle II experiment is an electron-positron collider

1Charge conjugation is implied throughout this document.
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experiment located in the KEK laboratory in Tsukuba, Japan. The electron and positron

beams are collided at at a centre-of-mass energy corresponding to the Υp4Sq mass reso-

nance, where B meson pairs are copiously produced, making Belle II a ‘B-factory’. The

amount of recorded data at the Belle II experiment, during its planned running, will be

higher than at any previous B-factory experiment. Specifically, this analysis uses data con-

sisting of 197 million B meson pairs from the early data taking period of the Belle II

experiment, recorded between 2019 and 2021.

This thesis presents an inclusiveB Ñ Xu`ν analysis, with the goal of measuring the partial

decay rate in the lepton momentum endpoint region, between2 2.1 and 2.7 GeV. Only the

final state charged lepton is selected. No requirements are made on the final state hadron,

while the final state neutrino escapes detection. The reconstructed final-state charged lepton

is either an electron or a muon, ` “ e, µ. The analysis is done using an untagged approach,

where the second B meson created in the event is not reconstructed. This approach was

chosen to increase the selection efficiency of the signal mode, thereby enhancing the statis-

tics. The dominance of the B Ñ Xc`ν background is avoided by extracting the signal yield

in the momentum endpoint of the charged lepton. Because the u quark is much lighter than

the c quark, due to energy conservation the leptons from B decays with a b to u conver-

sion have more energy available than those from B decays with a b to c conversion. By

examining the lepton momentum endpoint, I measure the partial branching fraction of the

charmless semileptonic B meson decays. Once the branching fraction is obtained, the value

of the Vub matrix element is calculated. The partial branching fraction and the |Vub| calcu-

lation are done separately for two theoretical models for the B Ñ Xu`ν decay.

The analysis is performed blinded, whereby the signal yield in the region of interest –

2Natural units are used, h̄ “ c “ 1.
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the lepton momentum endpoint – is not known to the analyst. This is done to avoid ex-

perimental bias. The final results in this thesis are not shown; only the estimated relative

experimental uncertainties of the measurements are presented. This is done to avoid any

unofficial results becoming public before the official approval from the Belle II collabora-

tion.

This analysis is inspired by previous untagged inclusive B Ñ Xu`ν analyses performed at

the BaBar experiment, namely [12] and [13]. The BaBar results only looked at the electron

final states, while here the muon final states are included as well. This is the first mea-

surement of the B Ñ Xu`ν partial branching fraction in the charged lepton momentum

endpoint performed at the Belle II experiment. This analysis also serves as a benchmark

for examining the performance of the Belle II detector.

The outline of this thesis is as follows: Chapter 2 gives the reader an overview of the Stan-

dard Model of particle physics, as well as an overview of semileptonic B meson decays

and how they can be used for measuring the values of the CKM matrix elements Vub and

Vcb. Chapter 3 goes over the previous measurements of the B Ñ Xu`ν decays, both the in-

clusive and exclusive. The Belle II experiment, with the SuperKEKB collider and the Belle

II detector, is introduced in Chapter 4. Chapter 5 outlines the analysis strategy. It describes

the Belle II recorded dataset and the Monte Carlo simulated data, as well as the Belle II

software framework used for the analysis. The signal selection requirements are described

in Chapter 6, along with the corrections applied to data and Monte Carlo simulation. Next,

in Chapter 7, the fit that is performed on data using Monte Carlo simulation as fit templates

in order to extract the signal yield is described. The estimation of systematic uncertain-

ties on the signal yield in the lepton momentum range from 2.1 to 2.7 GeV is outlined in

Chapter 8. The procedures for the partial branching fraction and the |Vub| calculations are
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explained in Chapter 9. Since the analysis is presented blinded, the expected relative exper-

imental uncertainties are presented, without the final central values. The analysis procedure

is validated by measuring the total branching fraction of the B Ñ X`ν decay, where X

can be any flavour of hadron(s). Finally, in Chapter 10, the analysis is summarized and the

results are discussed in comparison to previous B Ñ Xu`ν measurements. Plans for the

next steps in this analysis are also outlined.
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2
Theoretical introduction

This chapter will provide a general overview of the Standard Model (SM) that is necessary

to better understand the motivation and the results of the work presented in this thesis. The

reader is referred to, e.g. [8, 14, 15] for an overview of the SM theory. A more specific

overview of the semileptonic B meson decays will be provided, explaining how these de-

cays are suitable for the measurement of the Cabbibo-Kobayashi-Maskawa (CKM) matrix

elements Vub and Vcb.

The Standard Model is, at present, the most successful theory that describes the matter in

our universe and its interactions via the electromagnetic, weak, and strong forces. It is a

gauge theory based on the symmetry group SUp3q ˆ SUp2q ˆ Up1q. The SUp3q group

represents the strong force, while SUp2q ˆ Up1q represents the electroweak force. In the

Standard Model, the matter particles interact by exchanging gauge bosons, spin 1 particles

that are the force carriers of the fundamental forces. The strong force carriers are gluons,

the W˘ and Z0 bosons are the carriers of the weak force, and photons are the carriers of

the electromagnetic force. There are twelve spin 1{2 fermions, six quarks and six leptons,
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that make up visible matter. These fermions all have their anti-matter partners, so there are

six anti-quarks and six anti-leptons, which have the opposite quantum numbers from their

matter counterparts. The most recently detected particle of the Standard Model is the Higgs

boson, which interacts with the gauge bosons and fermions and gives them mass through

the Higgs mechanism [16].

While the Standard Model predictions describe the experimental observations well, it has

its limitations and it is not a complete theory. First, the gravitational force is not described

in the Standard Model. The Standard Model has at least 26 parameters (masses, mixing

angles, couplings) which are not predicted by theory and can only be measured. Also,

astrophysical observations show that the visible matter that is described by the Standard

Model only makes up about 5% of the mass of the universe. Another 25% of the universe

is made up of a type of matter that we call Dark Matter [17], since it has been detected

only through the gravitational interaction. The additional 70% of the universe is made up

of Dark Energy [18, 19]. The Standard Model does not explain the presence of Dark Matter

nor Dark Energy. The Standard Model also cannot completely account for the dominance

of matter over anti-matter in the universe.

2.1 Leptons and quarks

The visible matter is made up of two types of elementary spin-1/2 particles: leptons and

quarks. The SM describes 24 elementary fermions in total: 6 leptons, 6 quarks, as well as

their respective anti-particles that have the same mass, lifetime and spin, but opposite sign

of electric and other charges.

In the Standard Model, there are six types of leptons: electron (e´), muon (µ´) and the

tau lepton (τ´), with their associated neutrinos, the electron neutrino (νe), the muon neu-

7
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trino (νµ) and the tau neutrino (ντ ). The e´, µ´ and τ´ have an electrical charge q “ ´1,

while the neutrinos are electrically neutral, q “ 0. The leptons do not carry the strong force

charge (‘colour’), so they cannot interact via the strong force. The charged leptons can in-

teract via the electromagnetic force, by photon exchange, and the weak force, by W˘ or

Z0 exchange, while the neutrinos can only partake in the weak force interactions.

On the other hand, there are also six types of quarks: up (u), down (d), charm (c), strange

(s), top (t) and bottom (or beauty) (b). They have the electric charge of either q “ `2{3

or q “ ´1{3. The quarks also carry colour charge. Thus, they can interact via the electro-

magnetic force, the weak force, as well as the strong force. The quarks cannot be isolated

due to the colour confinement phenomenon of quantum chromodynamics. They can only

be found in colour-singlet bound states. Baryons are bound states of three quarks (qqq),

like the proton (p “ uud) or neutron (n “ udd). Mesons are bound states of a quark and

an anti-quark (qq̄). Some examples of mesons are pions (π` “ ud̄, π0 “ uū or dd̄), kaons

(K` “ us̄, K0 “ ds̄), and B mesons (B` “ ub̄, B0 “ db̄). More exotic bound states have

also been detected, such as tetraquarks (qqq̄q̄) and pentaquarks (qqqqq̄) [8].

Leptons and quarks are divided into three generations that can be written in the form of

SUp2qY doublets:
¨

˚

˝

νe

e´

˛

‹

‚

¨

˚

˝

νµ

µ´

˛

‹

‚

¨

˚

˝

ντ

τ´

˛

‹

‚

(2.1)

¨

˚

˝

u

d

˛

‹

‚

¨

˚

˝

c

s

˛

‹

‚

¨

˚

˝

t

b

˛

‹

‚

. (2.2)

Some of the properties of quarks and leptons, along with the gauge bosons, are summarized

in Fig. 2.1.
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2.2 Force-carrying bosons

Figure 2.1: The elementary particles of the Standard Model and information on their mass,
charge and spin. The quarks are shown in purple; the leptons are shown in green. The force
carriers, gauge bosons, are shown in red. The Higgs boson is shown in yellow. Figure from
[20].

2.2 Force-carrying bosons

Spin-1 gauge bosons mediate interactions in the Standard Model. Their number is equal to

the number of generators of the relevant symmetry group. The strong force has 8 media-

tors that correspond to 8 generators of the SUp3qC symmetry. These mediators are called

gluons, gα, α “ 1, ..., 8. The electromagnetic force has Up1q symmetry, so it has one gauge
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boson mediator, the photon (γ). The weak force carriers are three gauge bosons equivalent

to the generators of the SUp2q group, W˘ and Z0.

The range of the force is inversely proportional to the mass of its mediating gauge bo-

son. This means that the electromagnetic force, with a massless and electrically neutral

photon as the carrier, has an infinite range. Gluons are also massless particles, but they

carry the colour charge. Hence, the strong force does not have an infinite range. Unlike

photons, gluons can interact amongst themselves because they carry colour charge. This

makes the effective range of the strong force about 10´15 m, roughly the size of an atomic

nucleus. The weak force carriers, W˘ and Z0, are massive particles with mass of 80.4 and

91.2 GeV, respectively [8]. Because of this, the effective range of the weak force is very

short, at 10´17 m.

The Higgs boson is the scalar boson in the Standard Model, whose existence was con-

firmed experimentally only a decade ago at the LHC [7]. It is a spin-0 particle with a mass

of 125 GeV. The non-zero mass of the W˘ and Z0 bosons indicated the existence of a

field, the Higgs field, with a non-zero vacuum expectation value which would cause spon-

taneous electroweak symmetry breaking. At low energies, the electroweak SUp2qLˆUp1qY

symmetry gets broken to the electromagnetic subgroup Up1qQ. Four Goldstone bosons are

required for the spontaneous symmetry breaking of the gauge group. Three of the four

Goldstone bosons mix with the W˘ and Z0, giving them mass, while the photon remains

massless. The last component of the Goldstone boson is the spin-0 Higgs boson. Quarks

and leptons acquire mass via Yukawa couplings to the Higgs field. The interactions of the

fermions and the Higgs field cause the fermions to flip chirality (e.g. flip between right-

handed and left-handed). So far, only left-handed neutrinos have been detected, which

means they can’t acquire mass through the Yukawa interactions with the Higgs field. From
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detecting neutrino oscillations [21, 22], we know that the neutrinos need to be massive, but

the value and the exact origin of their mass is still unknown.

2.3 Weak interaction and the CKM matrix

All fermions of the Standard Model experience the weak interaction, carried by the W˘

and Z0 bosons. All the charged leptons are equivalent under the weak interaction, a prop-

erty known as lepton universality. However, the same is not true for quarks. The quarks

can change flavour mediated by the weak interaction. This phenomenon is known as quark

mixing. It occurs because the mass eigenstates of quarks are not the same as their weak

eigenstates. The Cabbibo-Kobayashi-Maskawa (CKM) matrix [23] relates the mass eigen-

states to the weak eigenstates:

¨

˚

˚

˚

˚

˝

d1

s1

b1

˛

‹

‹

‹

‹

‚

“

¨

˚

˚

˚

˚

˝

Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

˛

‹

‹

‹

‹

‚

¨

˚

˚

˚

˚

˝

d

s

b

˛

‹

‹

‹

‹

‚

(2.3)

The probability of a flavour transition is proportional to the magnitude of the corresponding

CKM matrix element. The on-diagonal elements represent the flavour changing processes

within the same generation of quarks and they are close to 1. The off-diagonal elements

represent the flavour changes between generations and they are much smaller, meaning

that such transitions are more rare. The current world-average measured values of the CKM
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matrix elements are as follows [8]:

|VCKM | “

¨

˚

˚

˚

˚

˝

0.97370˘ 0.00014 0.2245˘ 0.0008 p3.82˘ 0.24q ˆ 10´3

0.221˘ 0.004 0.987˘ 0.011 p41.0˘ 1.4q ˆ 10´3

p8.0˘ 0.3q ˆ 10´3 p38.8˘ 1.1q ˆ 10´3 1.013˘ 0.030

˛

‹

‹

‹

‹

‚

.

(2.4)

At tree level, the quark mixing occurs via the exchange of a single W˘ boson. In this

exchange, a down-type quark with charge q “ ´1{3 changes into an up-type quark with

charge q “ `2{3 by emitting aW´ boson. Thus, these types of processes are called flavour

changing charged currents. Flavour changing neutral current processes, where an e.g. up-

type quark changes into another up-type quark of a different generation, are not allowed in

the Standard Model at the tree level. They can only happen at the loop level, which means

that multiple gauge bosons are exchanged in multiple interactions, and are thus highly

suppressed.

The CKM matrix is a unitary (V V : “ I) matrix due to the probability conservation. The

unitarity condition can be rewritten as:

ÿ

i

VijV
˚
ik “ δjk (2.5)

VudV
˚
ub ` VcdV

˚
cb ` VtdV

˚
tb “ 0. (2.6)

The parity (P ) operation changes a left-handed particle into a right-handed particle. The

weak interactions can only occur between left-handed particles or right-handed anti-particles,

which means that the weak interaction violates the P symmetry. Instead, it was thought that

the weak interaction respects the charge-parity (CP ) symmetry. The CP operation trans-

forms a left-handed particle into its corresponding anti-particle. The CP symmetry viola-
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2.3 Weak interaction and the CKM matrix

tion was first discovered in K˘ decays [24]. This means that if a particle is interchanged

with its anti-particle with opposite parity, their interactions under the weak force will not

be the same.

Based on the unitarity requirement, the CKM matrix can be reduced to three real parame-

ters and one complex phase. The complex phase accounts for the CP violation in the quark

sector. The CKM matrix can be written as[25]:

VCKM “

¨

˚

˚

˚

˚

˝

c12c13 s12c13 s13 exp´iδ

´s12c23 ´ c12s23s13 expiδ c12c23 ´ s12s23s13 expiδ s23c13

s12s23 ´ c12c23s13 expiδ ´c12s23 ´ s12c23s13 expiδ c23c13

˛

‹

‹

‹

‹

‚

, (2.7)

where cij “ cos θij and sij “ sin θij for i ă j “ 1, 2, 3. The angles θ12, θ13, θ23 are the

mixing angles between the quark generations and the phase δ describes the CP violation.

Taking into account the hierarchy between the mixing angles, the CKM matrix can be

rewritten in terms of the Wolfstein parametrization [26] in terms of the four parameters

λ,A, ρ, η, such that s12 ” λ, s23 ” Aλ2 and s13 exp´iδ ” Aλ3pρ ´ iηq. By making an

expansion in λ, the CKM matrix can be written as:

VCKM “

¨

˚

˚

˚

˚

˝

1´ λ2{2 λ Aλ3pρ´ iηq

´λ 1´ λ2{2 Aλ2

Aλ3p1´ ρ´ iηq ´Aλ2 1

˛

‹

‹

‹

‹

‚

`O
`

λ4
˘

. (2.8)

The unitarity conditions can be graphically represented in the form of unitarity triangles.

The most common representation of the unitarity triangle, originating from Eq. 2.6 and the

Wolfstein parametrization, is shown in Fig. 2.2. Dividing Eq. 2.6 by VcdV ˚cb, a triangle is

obtained, with a unit base and vertices at p0, 0q, p0, 1q, and pρ, ηq. The sides and angles of

13



2.3 Weak interaction and the CKM matrix

the unitarity triangle can be experimentally determined through measurements of various

processes. By measuring the quantities that make up the sides and the angles of the unitarity

triangle, it is possible to test the unitarity of the CKM matrix. For example, sin 2α can be

constrained by measuring CP violation in B0 Ñ ρ`ρ´ decays; sin 2β can be constrained

by measuring CP violation in B Ñ J{ψKS decays; |Vub| and |Vcb| can be measured in

semileptonic B meson decays [8]. The area of the unitarity triangle is a measure of the size

of the CP violation.

From Eq. 2.7 and Eq. 2.8, it can be seen that the Vub matrix element, which this thesis aims

Figure 2.2: The standard unitarity triangle. Figure from [27].

to measure, depends on the CP violating phase. This makes it possible to probe the CP

violation in the CKM matrix by measuring the Vub value.

The CKM matrix is not the only source of the CP violation in the SM. The neutrino

mixing showed that the neutrinos are massive particles, which makes the CP violation

possible in the lepton sector as well. Another possible source of CP violation is in the

strong interaction processes. However, there have been no strong interaction CP violating

processes observed in any experiments. The CP asymmetry arising from the SM alone is

not enough to account for the matter-anti-matter imbalance in the universe. Nevertheless,

most NP scenarios that could explain theCP violation have observable effects in the quark-
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2.4 Semileptonic B meson decays

flavour experiments [28].

2.4 Semileptonic B meson decays

The semileptonic decays of B mesons of the type B Ñ Xc`ν and B Ñ Xu`ν are the main

avenue for measuring the values of the CKM matrix elements Vcb and Vub, respectively.

These decays proceed via leading order weak interactions, and no significant contributions

from non-Standard-Model processes are typically expected. This makes them ideal candi-

dates for the determination of the Vcb and Vub values.

These semileptonic decays proceed via weak interaction, where the b quark converts to a c

or a u by emitting aW boson. TheW subsequently decays to a charged lepton and a lepton

neutrino. The Feynman diagram of these processes is shown in Fig. 2.3.

Figure 2.3: Feynman diagram of the semileptonic B meson decay (B Ñ X`ν).

Within the SM, the charged-current semileptonic decays can be explained as an ex-

change of the W˘ boson between a quark and a lepton current. The quark current is given

by [29]:

Jµ “ pŪLγµVCKMDLq, (2.9)
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2.4 Semileptonic B meson decays

where γµ are the Dirac gamma matrices, and UL and DL represent the left-handed up and

down type quarks:

UL “

»

—

—

—

—

–

uL

cL

tL

fi

ffi

ffi

ffi

ffi

fl

, DL “

»

—

—

—

—

–

dL

sL

bL

fi

ffi

ffi

ffi

ffi

fl

. (2.10)

Since the top quark does not form hadrons as it is too unstable, UL can be written as:

UL “

»

—

—

—

—

–

uL

cL

0

fi

ffi

ffi

ffi

ffi

fl

. (2.11)

The lepton current is written as:

jµ “ pēLγµν̄e,L ` µ̄Lγµν̄µ,L ` τ̄Lγµν̄τ,Lq. (2.12)

The W˘ can be considered to be infinitely heavy compared to the masses of the quarks

participating in the weak hadron decays. This leads to the effective Hamiltonian of the

interaction:

Heff “
4GF
?

2
pŪLγµVCKMDLq ˆ pēLγmuν̄e,L ` µ̄Lγmuν̄µ,L ` τ̄Lγmuν̄τ,Lq ` h.c., (2.13)

where h.c. indicates the hermitian conjugate of the expression andGF is the Fermi coupling

constant:

GF “
g2

4
?

2M2
W

, (2.14)

with g being the coupling constant of the weak interaction, and MW the mass of the W
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2.4 Semileptonic B meson decays

gauge boson. Looking at the effective Hamiltonian, it is clear that the semileptonic decays

can be used to access the values of all the CKM matrix elements, except the ones involving

the top quark (Vtq). This way, semileptonic B meson decays of the type B Ñ Xc`ν and

B Ñ Xu`ν can be used to access the Vcb and Vub CKM matrix elements.

2.4.1 Decay kinematics

For the semileptonic B meson decays of the type B Ñ X`ν, denoting the momentum of

the B meson as pB, the momentum of the charged lepton as p` and the momentum of the

neutrino as pν , the momentum conservation can be written using 4-vectors as:

pB “ pX ` p` ` pν ,

p2
B “ m2

B, p2
X “ m2

X , p2
` “ m2

` , p2
ν “ 0,

(2.15)

where mB is the mass of the B meson, mX is the mass of the outgoing hadron and m` is

the mass of the charged lepton. For these purposes, it is sufficient to regard the neutrino

mass as negligible.

For the fixed mass mX , useful kinematic quantities are the momentum transfer squared, q2,

and the energy of the charged lepton, E`:

q2
“ pp` ` pνq

2
“ ppB ´ pXq

2, m` ď q2
ď pmB ´mXq

2,

E` “
pBp`
mB

, m` ď E` ď
1

2mB

pm2
B ´m

2
X `m

2
`q.

(2.16)

Depending on the final state hadron, the leptons from semileptonic B meson decays have

spectra with different endpoints. The final states with heavier charmed hadrons have lower

lepton momentum endpoints compared to lighter charmless hadrons. Because the u quark

17



2.4 Semileptonic B meson decays

is lighter than the c quark, the charged leptons from B Ñ Xu`ν decays can have higher

momenta due to energy conservation. This property can be experimentally exploited when

measuring the B Ñ Xu`ν, to avoid the dominant B Ñ Xc`ν background in the lower

lepton momentum region. The lepton momentum distributions for B Ñ Xu`ν and B Ñ

Xc`ν are shown in Fig. 2.4.

Figure 2.4: Monte Carlo generated electron momentum spectra for (a) B Ñ Xceν and (b)
B Ñ Xueν decays. The B Ñ Xueν spectrum is shown in (a) with the red line to enable
comparison with B Ñ Xceν. In (b), different resonant decays of B Ñ Xueν are shown
as labeled, with the full inclusive spectrum shown with the dashed black line. Figure taken
from [29].

In the context of heavy-to-light quark transitions, where a heavy quark (c, b, t) tran-

sitions to a light quark (u, d, s), it is useful to define the light-cone components of the

momenta:

P´ “ EX ` |~pX |, P` “ EX ´ |~pX |, (2.17)

where pX andEX are the momentum and the energy of the outgoing hadron in theB meson
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2.4 Semileptonic B meson decays

rest frame. The phase space for these quantities is given by:

m2
X

P´
ď P` ď P´ ď mB. (2.18)

From this point, the focus will be on the B Ñ Xu`ν semileptonic decays, which are the

topic of this thesis. There are two approaches to the calculation of the B Ñ Xu`ν decay

rate. One is the exclusive decay rate, where a specific final state hadron is considered. The

other one is the inclusive decay rate, which includes all possible hadronic final states. These

approaches are summarized in the next two sections.

2.4.2 Inclusive charmless semileptonic B meson decays

Both the B Ñ Xc`ν and B Ñ Xu`ν total inclusive decay rates can be can be calculated

by using the Heavy Quark Expansion (HQE) method [30]. This method uses the fact that

the mass of the b quark, mb, is heavy compared to the QCD scale ΛQCD. The QCD matrix

elements are expanded in powers of ΛQCD{mb. This method can predict the total decay

rate with uncertainties below 5% [31]. However, the total decay rate of the inclusive B Ñ

Xu`ν process is difficult to measure due to the high backgrounds from the B Ñ Xc`ν

process. The measurements can only be performed in the region of phase space where the

B Ñ Xc`ν contributions are not dominant. For this reason, it is necessary to calculate the

partial decay rates for the charmless inclusive decay in these limited phase space regions.

Here, the HQE cannot be used, but it is necessary to introduce the "shape functions" (SF),

non-perturbative distribution functions, which have an unknown form. The shape functions

describe the motion of the b quark inside the B meson. They are important in the part of

the phase space where the light-cone momentum component P` is not large compared to
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2.4 Semileptonic B meson decays

ΛQCD. Such is the case for the endpoint of the B Ñ Xu`ν lepton spectrum. At the leading

order of 1{mb, a single shape function occurs. This shape function can be measured from

B Ñ Xsγ decays, as it is universal for all transitions of the b quark to a light quark. At

the higher orders, multiple shape functions appear and they are not universal for different

B meson decays. There are multiple theoretical approaches and calculations of the shape

functions [32–34].

The triple differential decay rate for inclusive charmless semileptonic decays in the leading

order can be written as [29]:

d3Γ

dP`dP´dE`
“
G2
F |Vub|

2

192π3

ż

dkC pE`, P´, P`, kqF pkq `O
ˆ

ΛQCD

mb

˙

, (2.19)

where P˘ are previously defined light-cone moments, E` is the energy of the lepton, mb is

the mass of the b quark. The coefficient CpE`, P´, P`, kq describes the decay bÑ u`ν and

can be calculated perturbatively. The function F pkq is the non-perturbative shape function.

A problem that arises when calculating the differential decay rate using Eq. 2.19 is that it

does not predict any resonances in the hadronic invariant mass spectrum. For this reason,

the phase space is usually analyzed by integrating out the resonant states. This problem is

further explained in Chapter 5 in the context of B Ñ Xu`ν Monte Carlo simulation.

Several theoretical models of the inclusive B Ñ Xu`ν partial and total branching fractions

are available and are used for the extraction of the |Vub| value. The two models used in

this thesis are the ones developed by De Fazio and Neubert (DFN model) [32] and Bosch,

Lange, Neubert and Paz (BLNP model) [35].

The DFN model provides next-to-leading order perturbative corrections to the triple dif-

ferential decay rate from Eq. 2.19. It predicts the differential spectrum up to the order of
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2.4 Semileptonic B meson decays

Figure 2.5: Energy spectrum of the charged lepton fromB Ñ Xu`ν decays predicted by the
DFN model. The different lines show the predictions for differentmb values:mb “ 4.8 GeV
(solid blue), 4.65 GeV (dashed red) and 4.95 GeV (dashed green). Figure taken from [32].

αs. This model parametrizes the leading-power non-perturbative shape function. The shape

function is described with two parameters, Λ̄SF “ MB ´ mb and λSF1 . These parameters

are determined from the measurements of the photon energy moments from B Ñ Xsγ

decays. In the phase-space endpoint region, where the non-perturbative corrections to the

spectrum are large, the model predicts the decay distribution by a convolution of the parton

model spectrum with the shape function. The charged lepton energy spectrum predicted by

this model is shown in Fig. 2.5, where different lines show the predictions for different mb

values.

The BLNP model is a more recent model that includes all known perturbative and power

corrections and interpolates between the HQE and shape function regions. The differential
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2.4 Semileptonic B meson decays

Figure 2.6: Energy spectrum of the charged lepton from B Ñ Xu`ν decays in the momen-
tum endpoint, as predicted by the BLNP model. The different lines show the predictions
for different MB´mb values: 0.63 GeV (solid blue), 0.79 GeV (dashed red) and 0.56 GeV
(dotted green). The width of the curves shows the sensitivity to the µ2

π value, taken between
0.2 and 0.34 GeV2. Figure taken from [35].

decay rates are calculated at next-to-leading order in perturbative theory and at the leading

power in HQE. The shape function is parametrized with two parameters, mb and µ2
π, where

the µ2
π parameter corresponds to the kinetic energy of the heavy quark inside the heavy

meson. The shape function parameters are determined by fits to moments of the hadron

mass and lepton energy spectra from inclusive B Ñ Xc`ν decays and the photon energy

moments in B Ñ Xsγ decays. The predicted charged lepton energy spectrum in the end-

point region is shown in Fig. 2.6 for different values of MB ´mb. Previous measurements

of the inclusive B Ñ Xu`ν decays are summarized in Section 3.1.
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2.4 Semileptonic B meson decays

2.4.3 Exclusive charmless semileptonic B meson decays

The exclusive semileptonic charmless decays, particularly B Ñ π`ν, are another avenue

for measuring the |Vub| value. Experimentally, examination of this type of decays is easier

because the selection of the specific final hadron state eliminates the majority of the dom-

inant B Ñ Xc`ν backgrounds. The downside is that the decay rates are only a fraction

of the full inclusive decay rate, leading to low signal yields. Theoretically, the exclusive

final state decay rates are possible to calculate, but different problems arise compared to

the calculation of the inclusive decay rate.

The charmless final state hadrons can be divided into two categories: the pseudoscalar

mesons (π`, π0, η and η1) and the vector mesons (ρ`, ρ0, ω, φ). For the pseudoscalar me-

son final states, the vector current contributes, and for the vector final state, both the vector

and the axial currents contribute. The matrix elements of these currents can be parametrized

in terms of form factors. Form factors are scalar functions which describe the momentum

transfer to leptons, q2.

For the case of B Ñ π`ν decay, the total decay rate in the zero lepton mass limit (m` Ñ 0)

is [8]:
dΓ

dq2
“
G2
F |Vub|

2

24π3
|pπ|

3
ˇ

ˇf`
`

q2
˘
ˇ

ˇ

2
, (2.20)

where pπ is the momentum of the pion in the B rest frame and f` is the form factor. There

are different theoretical approaches for the form factor estimation, many based on lattice-

QCD (e.g. [36]).

Since this thesis focuses on the inclusive B Ñ Xu`ν decays, the exclusive decays will not

be further explored here, but a more comprehensive summary is available in [8] and [29].

The next section explores the current experimental results of the semileptonic B Ñ Xu`ν
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decays and |Vub| measurements.
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3
Previous measurements of B Ñ Xu`ν

In this chapter, the previous measurements of the inclusive and exclusive B Ñ Xu`ν

branching fractions and the |Vub| values are summarized. These measurements were per-

formed at the previous e`e´ collider experiments: CLEO, ARGUS, BaBar and Belle. A

few selected measurements of Vub from the LHCb experiment are also summarized.

The CLEO experiment [37] was operating for 30 years, from 1979 to 2008, making it the

longest operating experiment in particle physics. It was located at Cornell University, at the

CESR accelerator. It first discovered the Υp4Sq bb̄ resonance [38], which is slightly above

the threshold for BB̄ meson pair production, making it the ideal state for the study of B

mesons. CLEO operated at multiple energies, but a substantial part of the operations was

dedicated to operation at the Υp4Sq resonance. The direct competitor of the CLEO experi-

ment at the time was the ARGUS experiment [39], located at the DESY laboratory, at the

DORIS II e`e´ collider. It operated from 1982 until 1992. The CLEO and ARGUS exper-

iments almost simultaneously reported the first observations of the charmless semileptonic

B meson decays, confirming the Standard Model prediction of the non-zero |Vub| value.
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The Belle [40] and BaBar [41] experiments are the next generation of experiments dedi-

cated to flavour physics research. They both operated at the Υp4Sq resonance and due to

their high luminosity were called B-factory experiments. They are also called asymmetric

B factories due to the difference in energies of the electron and positron beams. The asym-

metry in beam energies meant that theB meson pairs were created in motion, thus enabling

the detection of individual B meson decay vertices. Using this approach, it was possible

to measure the time dependence of B0 and B̄0 meson decays and the CP violation. The

Belle experiment was located at the KEKB e`e´ collider at the KEK laboratory in Japan,

with 3.5 GeV positron and 8.0 GeV electron beams. It operated from 1999 to 2010. The

BaBar experiment was located at the PEP-II collider, at the SLAC laboratory in the USA,

colliding 3.1 GeV positron and 9.0 GeV electron beams. It operated from 1999 to 2008.

Even though these experiments are no longer collecting data, the analysis of the existing

datasets is still ongoing. Belle and BaBar experiments first observed the CP symmetry vi-

olation in the B meson sector [42, 43]. This experimental observation confirmed the earlier

postulated theory of Kobayashi and Maskawa [23], which led to them being awarded the

Nobel prize for their work in 2008.

The e`e´ collider experiments operating at the Υp4Sq resonance primarily produce one

BB̄ pair for each event. One of the B mesons in the event is reconstructed as signal.

The untagged analyses do not do any reconstruction for the companion B meson. The

tagged analyses reconstruct the companion B meson using pre-defined algorithms, where

the detector signal is interpreted and the reconstruction is done in multiple semileptonic

or hadronic B meson decay channels. While the tagged analysis approach provides better

understanding of the event kinematics, the reconstruction of the companion B has a lim-

ited efficiency on the order of less than 1%, thus significantly reducing the signal selection
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efficiency. On the other hand, the untagged analyses are dominated by theB Ñ Xc`ν back-

grounds, and the signal extraction is limited to a small region of phase space. The untagged

analyses rely on the lepton momentum endpoint region for signal extraction. However, be-

cause the HQE does not converge properly in this part of the phase space, there are large

uncertainties on the theoretical predictions needed for |Vub| determination. The below sum-

marized B Ñ Xu`ν analyses rely on both of these analysis strategies.

The LHCb experiment [44] at the LHC proton-proton collider, currently operating at the

CERN laboratory, also provided some relevant measurements for |Vub|. While the direct

measurement of |Vub| is not accessible to LHCb, the experiment provided multiple mea-

surements relevant for the ratio |Vub{Vcb|. One such measurement is the first observation

of the B0
s Ñ K´µ`νµ [45], where the branching fraction was measured normalized to the

B0
s Ñ D´s µ

`νµ decay. The Λ0
b baryons (udb quark content) are also accessible to the LHCb

experiment. The |Vub{Vcb| ratio was determined using the ratio of the measured branching

fractions of Λ0
b Ñ pµ´ν̄µ and Λ0

b Ñ Λ0
cµ
´ν̄µ [46].

3.1 Inclusive B Ñ Xu`ν measurements and |Vub| estima-

tions

The first experimental evidence of the charmless semileptonic B decays came from the

CLEO experiment in 1990 [9]. The observation was made using 244 ˆ 103 Υp4Sq events.

The momentum spectrum of the final state muons and electrons was analyzed. An ex-

cess of events was seen in the region between 2.4 and 2.6 GeV, where the background from

B Ñ Xc`ν is negligible. An excess of 70.4˘20.3stat˘10.4syst events was observed. Shortly

thereafter, the ARGUS experiment reported the analysis of the endpoint lepton spectrum
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[10]. In the region between 2.3 and 2.6 GeV, they observed an excess of 41˘ 10exp events

above known backgrounds.

An updated result came from CLEO in 1993 [47], with an increased dataset consisting

of 955 ˆ 103 Υp4Sq events. In the lepton momentum region between 2.3 and 2.6 GeV,

there was an observed excess of 107 ˘ 15stat ˘ 11syst events, which were attributed to

B Ñ Xu`ν. The measured partial branching fraction in this momentum region was found

to be ∆BpB Ñ Xu`νq “ p154 ˘ 22stat ˘ 20systq ˆ 10´6. The ratio |Vub{Vcb| was also

measured at 0.076˘ 0.008.

A decade later, the most precise endpoint analysis was performed at BaBar[12], using 88

million BB̄ events. Only the electron final state was considered. Relative contributions of

the signal, BB̄ (mainly B Ñ Xc`ν) background and continuum background were esti-

mated in a fit to data. A simulation based on the DFN model of the inclusive B Ñ Xueν

momentum was used to approximate the signal contributions. The signal momentum dis-

tribution is shown in Fig. 3.1 after the background subtraction. To reduce the effect of the

signal shape modelling, the data in the endpoint was combined into a single bin for the

fitting, as indicated in Fig. 3.1. The obtained partial branching fraction in the momentum

region 2.0-2.6 GeV is ∆BpB Ñ Xueνq “ p0.572˘0.041stat˘0.065systqˆ10´3. The |Vub|

value was determined to be |Vub| “ p4.44˘0.25exp˘
`

`0.42
´0.38

˘

SF
˘0.22theoryqˆ10´3, where

the uncertainties come from the experiment, the shape function (SF) and the theoretical

modelling. The extrapolated total branching fraction is BpB Ñ Xueνq “ 2.27˘ 0.26exp ˘
`

`0.33
´0.28

˘

SF
˘ 0.17theory.

The latest improvement of this measurement, completed in 2017, includes the full BaBar

dataset of 466.5 million BB̄ pairs [13]. The large dataset enabled the estimation of the

partial branching fraction starting at the electron momentum of 0.8 GeV up to the kine-
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Figure 3.1: BaBar’s results for electron-momentum spectra in the Υp4Sq rest frame: (a) on-
resonance data after subtraction of the fitted non-BB background (triangles—blue) com-
pared to simulated BB background that is adjusted by the combined fit to the on- and
off-resonance data (histogram); (c) on-resonance data after subtraction of all backgrounds
(linear vertical scale, data points—red), compared to the simulatedB Ñ Xueν signal spec-
trum (histogram). The bins in the shaded area are combined into a single bin for the fit, in
order to reduce the sensitivity to the shape of the signal spectrum in this region. Figure
from [12].

matic endpoint. Again, the data between 2.1 and 2.7 GeV were combined into a single bin

in order to reduce the fit sensitivity to the signal shape modelling. Four different models

were used for the signal, DFN, BLNP, GGOU [34] and DGE [48]. The results show model

dependence. The resulting partial branching fractions, the total branching fractions and the

|Vub| values are listed in Table 3.1.

Another inclusive untagged analysis with a slightly different approach was performed

at BaBar, as reported in [49]. Events with an electron with the momentum in the region

2.1 ´ 2.8 GeV were selected. The missing 4-momentum in the event was calculated, de-

fined as

pmiss “ pe`e´ ´ pvis, (3.1)
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∆B r10´3s B r10´3s |Vub| r10´3s

DFN
1.397˘ 0.078exp

`0.214
´0.153SF 1.494˘ 0.084exp

`0.239
´0.167SF

`0.030
´0.003 theory 3.794˘ 0.107exp

`0.292
´0.219SF

`0.078
´0.068 theory

DGE
1.433˘ 0.081exp 1.537˘ 0.086exp

`0.031
´0.003 theory 3.848˘ 0.108exp

`0.084
´0.070 theory

GGOU
1.554˘ 0.082exp

`0.095
´0.086SF 1.665˘ 0.087exp

`0.103
´0.093SF

`0.002
´0.011 theory 3.959˘ 0.104exp

`0.164
´0.154SF

`0.042
´0.079 theory

BLNP
2.268˘ 0.125exp

`0.191
´0.163SF 2.418˘ 0.134exp

`0.205
´0.176SF

`0.003
´0.003 theory 4.563˘ 0.126exp

`0.230
´0.208SF

`0.162
´0.163 theory

Table 3.1: Results from BaBar [13] for the partial branching fraction, the total branching
fraction, |Vub| values based on the electron momentum range ∆p “ 0.8 ´ 2.7 GeV for
different theoretical predictions, with experimental, SF, and theory uncertainties.

where pe`e´ is the center of mass energy of the beams and pvis is the total detected mo-

mentum in the detector. This was interpreted as the 4-momentum of the undetected neu-

trino, with certain corrections, pν p|~pmiss|, ~pmissq. Knowing the missing neutrino momen-

tum enables the calculation of the momentum transfer, as q2 “ ppe ` pνq
2. Additional

selection requirements were chosen based on these variables to minimize the B Ñ Xc`ν

background and the total theoretical and experimental uncertainties on |Vub|. The mea-

sured partial branching fraction was determined to be ∆Bp2.0 ă Ee ă 3.5 GeVq “

p3.54 ˘ 0.33stat ˘ 0.34systq ˆ 10´4. The obtained |Vub| is |Vub| “ p3.95 ˘ 0.26exp ˘

`

`0.58
´0.42

˘

HQE ˘ 0.25 theoryq ˆ 10´3. This approach has lower signal efficiency and has ad-

ditional systematic uncertainties from the estimation of the missing momentum.

The tagged analyses have access to the full set of kinematic variables (E`,mX , q
2, etc.),

but suffer from low signal yield, Op1000q events for the Belle and BaBar datasets. The

tagged B is fully reconstructed, and an electron or a muon candidate is required, while the

remaining detector signal is assigned to the Xu system. In this approach, up to 90% of the

B Ñ Xu`ν decay rate is accessible. Additional requirements on the square of the missing

mass in the event (M2
miss « 0 if the neutrino is the only missing particle) are possible to
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implement in order to reduce the B Ñ Xc`ν background. However, the phase space re-

gions where B Ñ Xu`ν signal is dominant are still the most sensitive, and the B Ñ Xc`ν

subtraction still remains an important source of uncertainty.

The most recent tagged inclusive B Ñ Xu`ν partial branching fraction measurement came

from Belle [50]. The full Belle dataset was used, 711 fb´1 of data recorded at the Υp4Sq

resonance. The electron and muon final states were included. A machine learning algo-

rithm was trained for B Ñ Xc`ν background suppression. Three variables, MX , q
2, E`,

were used for the partial branching fraction calculation, accessing from 31% up to 85%

of the phase space. The most inclusive measurement, with the requirement E` ą 1 GeV,

from a two-dimensional fit to the MX and q2 observables, gives the partial branching frac-

tion ∆BpB Ñ Xu`νq “ p1.59 ˘ 0.07stat ˘ 0.16systq ˆ 10´3. The calculated |Vub| value is

|Vub| “ p4.10˘ 0.09stat ˘ 0.22syst ˘ 0.15theoryq ˆ 10´3.

Belle also reported the first measurement of the differential branching fractions[51], with

the similar analysis setup as [50]. The partial branching fractions were reported as a func-

tion of the lepton energy, the 4-momentum transfer squared, the hadronic mass, the hadronic

mass squared and the light-cone momenta. The results are shown in Fig. 3.2. These results

can be used in the future for model independent determinations of |Vub|.

The Particle Data Group (PDG) reports the averaged |Vub| value from inclusive B Ñ

Xu`ν measurements, averaged over different signal models and assigned a modelling un-

certainty [8]:

|Vub| “ p4.13˘ 0.12exp
`0.13
´0.14 theory ˘ 0.18∆modelq ˆ 10´3 (inclusive). (3.2)

The Heavy Flavour Averaging Group (HFLAV) provides |Vub| values based on different
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Figure 3.2: The results from Belle where the differential B Ñ Xu`ν branching fractions
were measured: the lepton energy in the B rest frame (EB

` ), the four-momentum transfer
squared (q2), the invariant hadronic mass and mass squared of the Xu system (MX ,M

2
X),

and the light-cone momenta of the hadronic Xu system (P˘). The MC prediction and the
DFN and BLNP inclusive calculations are also shown. Figure from [51].

B Ñ Xu`ν models. The relevant result for this thesis is the one based on the BLNP mod-

elling. It is shown in Fig. 3.3. The results using the DFN model were not presented.
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3.2 Exclusive B Ñ Xu`ν measurements and |Vub| estima-

tions

The exclusive final state charmless semileptonic decay searches can be performed tagged

and untagged. The decay B̄ Ñ π`ν̄ is the most reliable decay mode for |Vub| determination.

The untagged measurements use the missing momentum of the event to estimate the kine-

matics of the undetected neutrino. While the signal to background ratio in these analyses

is low (S/B<1), they have high statistical power. In the tagged measurements, the signal to

background ratio is high (S/B„10) and the q2 resolution is better, but the statistical power

is limited.

CLEO [53, 54], BaBar [55] and Belle [56] performed untagged analyses of B̄ Ñ π`ν̄ and

B̄ Ñ ρ`ν̄. The dominant systematic uncertainties in these analyses come from the neutrino

reconstruction and the modelling of the B Ñ Xu`ν background.

The untagged measurements can be performed using a semileptonic tag, where the com-

panion B meson is reconstructed in theB Ñ D̄p˚q``ν` decay mode, or using a hadronic tag,

where only the fully hadronic final states are considered. The semileptonic tag has higher

selection efficiency than the hadronic tag, but it has additional missing neutrinos. Both the

semileptonic and hadronic tag measurements were performed at Belle [57, 58] and BaBar

[59, 60]. The dominant systematic uncertainties in these analyses come from the calibration

of the tagging algorithm. The |Vub| value can be obtained from the B̄ Ñ π`ν̄ measurements

using the measured branching fraction and the q2 spectrum. The HFLAV group provides

the average measured |Vub| value from these measurements [52]:

|Vub| “ p3.70˘ 0.10exp ˘ 0.12theoryq ˆ 10´3 (exclusive). (3.3)
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The inclusive and exclusive |Vub|measurements are marginally consistent. This tension

between the inclusive and exclusive measurements has been a long-standing puzzle in B

physics. The results from inclusive measurements are performed over different regions

of phase space and using different theoretical models, but the results are consistent. The

exclusive measurements mainly focus on the B̄ Ñ π`ν̄ decay mode, where the theoretical

predictions are better known. To resolve the inclusive-exclusive tension, advancements are

necessary, both in the theoretical modelling of the shape function at higher orders and in

the experimental techniques.
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Figure 3.3: Measurements of |Vub| from inclusive semileptonic decays and their average
based on the BLNP prescription. The labels indicate the variables and selections used to
define the signal regions in the different analyses. The quoted uncertainties are statistical
and systematic experimental uncertainties. The bars show the total uncertainty with the
statistical uncertainty also indicated on the bar. Figure from [52].
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4
The Belle II Experiment

The Belle II experiment is the successor of the Belle and BaBar B-factory experiments.

It is located at the SuperKEKB e`e´ collider, in the KEK laboratory in Tsukuba, Japan.

The Belle II experiment aims to collect 50 ab´1 of e`e´ collision data, which is 50 times

more than Belle and BaBar collected each. The data will be used to search for physics

beyond Standard Model, by looking for rare and forbidden processes, as well as to perform

precision measurements of the Standard Model predictions. After two phases of collider

and detector commissioning, the experiment started collecting data in March 2019.

4.1 The SuperKEKB accelerator

The SuperKEKB collider is an asymmetric electron-positron collider with beam energies

of 7 GeV and 4 GeV, respectively. These beam energies give a total center of mass energy

of 10.58 GeV, which is just above the mass of the bb̄ quark resonance, Υp4Sq. The Υp4Sq

decays almost exclusively (ą 96% [8]) to pairs of B and anti-B mesons, either B0B̄0 or

36



4.1 The SuperKEKB accelerator

B`B´. The entangled B meson pairs allow for a variety of measurements that test the

flavour sector of the Standard Model, including the CKM quark mixing model and mea-

surements of CP violation. The asymmetric beam energies provide a boost to the center

of mass system of βγ « 0.284. By producing the boosted B meson pairs, it is possible to

measure the location of the decay vertex of each B meson. This allows Belle II to perform

measurements of time dependent CP violation in the B meson system.

A schematic rendering of the SuperKEKB accelerator is shown in Fig. 4.1. It uses the

existing 3 km long circular tunnel structure for beam pipes from the KEKB accelerator.

Electrons and positrons are first accelerated in a linear accelerator before being injected

into the SuperKEKB accelerator storage rings: the Low Energy Ring (LER) for 4 GeV

positrons, and the High Energy Ring (HER) for 7 GeV electrons. The frequency of e`e´

collisions is 509 MHz. The Belle II detector is positioned at the intersection point of the

two storage rings. The accelerator has been upgraded to achieve a record high instantaneous

luminosity of 6ˆ 1035 cm´2s´1, which is 40 times higher than the KEKB luminosity. The

instantaneous luminosity is defined as:

L “ 1

σ

dN

dt
, (4.1)

where σ is the cross section of the given interaction and dN is the number of events detected

in a certain period of time (dt). This relates to the total integrated luminosity, describing

the total amount of the collected data, as:

Lint “
ż

Ldt. (4.2)
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The increase in luminosity is achieved by using higher beam currents and by implement-

ing a ‘nano-beam’ scheme. The higher beam currents mean that the number of electrons

and positrons in the beams is larger than at KEKB and other previous electron-positron

colliders. The beam size is also compressed to achieve the so-called nano-beams, which

increases the rate of collisions. The downside of this luminosity increase is an increase

in the beam-induced backgrounds. Consequently, the Belle II detector is exposed to much

higher radiation during its operation. The Belle II detector design needed to achieve high

performance in this high-rate environment.

Figure 4.1: Artistic rendering of the SuperKEKB accelerator, with the Belle II detector
located at the interaction point. The electron and positron storage rings are indicated, as
well as the injection linac. Picture was taken from [61].
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4.2 The Belle II detector

The Belle II detector is located at the interaction point of the SuperKEKB collider. It is

used to identify and reconstruct decays initiated in e`e´ collisions. The detector is lo-

cated in a 1.5 T magnetic field provided by a solenoid. The detector comprises multiple

sub-detectors, each with a specific purpose, such as particle identification, energy mea-

surement, and charged particle tracking. The function, operating principles and layout of

each sub-detector system are described in the following subsections. These are based on

references [62] and [63], unless otherwise indicated. A schematic of the Belle II detector

is shown in Fig. 4.2.

Figure 4.2: Artist rendering of the Belle II detector. The subdetectors are labeled, as well as
the coordinate system used for the experiment. Two people are shown for size comparison.
Picture modified from [64].
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4.2.1 Pixel vertex detector (PXD)

The Pixel Vertex Detector (PXD) together with the Silicon Vertex Detector (SVD) form the

Vertex Detector (VXD) of the Belle II detector. The VXD is used to reconstruct the decay

vertices of fast-decaying particles, primarily the B mesons. This is based on the measure-

ments of the position of charged particles that pass through the PXD and the SVD. The

PXD is located closest to the interaction point, only 4 mm away from the beam pipe and

14 mm away from the interaction point.

The PXD uses silicon based DEPFET (DEpleated P-channel Field-Effect Transistor) tech-

nology. Electron-hole pairs are created in the depleted silicon by a charged particle passing

through. Due to the applied voltage bias, a current is created by the electrons drifting to-

wards the internal gate. This current activates the transistor switch, signalling that a particle

has passed through and the readout commences. After the readout, the accumulated charge

is cleared by a clear contact placed on the periphery of each pixel.

The DEPFET technology was chosen due to its thinness (75 µm in Belle II) and the in-

ternal amplification, which was needed to comply with the low material budget required.

This was necessary in order to avoid multiple scatterings of charged particles, which would

degrade the vertex resolution. Due to the increased luminosity of the SuperKEKB collider,

there was also a need for a radiation-hard device that can withstand the high level of back-

ground, which DEPFET does.

The PXD consists of two cylindrical layers, the first at r1 “ 14 mm, and the second at

r2 “ 22 mm. The small inner radius of the PXD was necessary to compensate for the

smaller beam energy asymmetry compared to the previous B-factory experiments. This
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results in smaller separation of B and B̄ vertices. The inner (outer) PXD layer consists

of 8 (12) ladders, each with a width of 15 mm and a sensitive length of 90 (123) mm.

The lengths of the ladders differ between the two layers to offer the coverage over the full

acceptance region, between 170 and 1500 polar angle. The sensors are pixelated to avoid

occupancy (fraction of detector channels triggered in an event) issues due to the high lu-

minosity and high background environment. The PXD consists of 107 readout channels.

It is operated in the continuous readout mode with readout time of 20 µs per frame. The

readout electronics are situated outside the acceptance region, thus significantly improving

(reducing) the material budget. The detector configuration is shown in Fig. 4.3.

The expected vertex resolution of the full PXD is 10 µm. Initially, the inner layer was com-

pletely installed, but only two ladders in the outer layer were installed due to production

delays. The full outer layer was installed during the long shutdown of the Belle II detec-

tor in the summer of 2023. The resolution of the partially installed portion of the PXD

was measured at 14 µm [66] and is in agreement with the expected performance based on

simulation.

4.2.2 Silicon vertex detector (SVD)

The Silicon Vertex Detector (SVD), together with the PXD, forms the Belle II VXD. Fig-

ure 4.4 is an image taken during the assembly of the VXD detectors. Its purpose is to

reconstruct the decay vertices of the two B mesons in each event, as well as the decay

vertices of D mesons and τ leptons. SVD, together with PXD, also measures the tracks

of low-momentum charged particles (order of 10 MeV) that do not reach the Central Drift

Chamber. SVD also measures the decay vertex of K0
S mesons that decay outside the PXD.
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Figure 4.3: Schematic of the PXD modules’ cross-section in beam direction. The data used
in this thesis was recorded using only the coloured modules. The remaining modules were
installed in summer 2023. Image taken from [65].

It also provides data necessary to extrapolate the charged-particle tracks from the Central

Drift chamber to the PXD.

The SVD consists of four layers at radii r1 “ 38 mm, r2 “ 80 mm, r3 “ 115 mm, and

r4 “ 140 mm. The layers are cylindrical, around the PXD and the beam pipe, with slanted

sections in the forward portion of the three outer layers. Each layer consists of slightly over-

lapping ladders with double-sided sensors. A schematic of the SVD is shown in Fig. 4.5.
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Figure 4.4: Image taken during the assembly of the VXD detectors. The PXD detector is
visible in the middle. The slanted SVD sensors in the forward region (right) are visible.
Image taken from [66].

The SVD uses double-sided silicon strip detectors (DSSD). Strips are used instead of pix-

els to reduce the number of readout channels. There is no occupancy issue such as with

the PXD because the the background hit rate decreases with 1{r2. The strips are arranged

perpendicularly on the two sides of the sensor. On the inner side, closer to the interaction

region, the p-side of the strips are along the z-axis. On the outer side, the n-side of the strips

are along the r ´ φ direction. As a charged particle passes through a sensor, it liberates a

shower of electrons and holes along its path. The electrons drift towards the n-side of the

strips, while the holes drift towards the p-side. By reading out the signal from each side,

we can infer the 2D position of the charged particle. This is illustrated in Fig. 4.6.

The SVD covers the polar angle region between 170 and 1500, the same as the PXD. The

material budget is at 0.568% X0 per layer, where X0 is the radiation length. The expected

spatial resolution based on Monte Carlo simulation of 0.5 GeV single muons is 2 ´ 5 µm

in r ´ φ and 7 ´ 27 µm in z direction, depending on the layer and the incident angle.
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Figure 4.5: 3D model of the Belle II VXD [67]. The SVD ladders are indicated.

The measured resolution in data collected in 2019 is not as good, an observation attributed

to the simulation being too optimistic, and the reconstruction algorithms being tuned on

MC [68]. The agreement between data and MC is expected to improve by improving the

simulation and the reconstruction resolution on data.

4.2.3 Central Drift Chamber (CDC)

The Central Drift Chamber (CDC) is the central tracking device of the Belle II detector.

The CDC reconstructs the trajectories of charged particles and measures their momenta pre-

cisely. It is also used for particle identification, by measuring the energy loss rate, dE{dx,

which is especially useful for low momentum particles that do not leave the CDC volume.

The CDC is also used to provide trigger signals for charged particles.
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Figure 4.6: Illustration [62] of the passage of a charged particle through a DSSD sensor.
The direction of the magnetic field is indicated (parallel to the z-axis).

The CDC is a large volume drift chamber with small drift cells. It has a cylindrical shape,

with the inner radius of 160 mm and the outer radius of 1130 mm. The length of CDC is

2.3 m. There are 14336 sense wires, with either axial or stereo orientations. Axial orienta-

tion sense wires are parallel to the solenoidal magnetic field. Stereo orientation is skewed

with respect to the axial orientation by between 45 and 74 mrad. Sense wires are made out

of gold-plated tungsten and are operated at a high voltage of approximately 2.3 kV. There

are 42240 aluminium field wires which are grounded. Figure 4.7 shows how the wires are

organized in layers and superlayers. The innermost superlayer has smaller cells to reduce

the occupancy due to high beam backgrounds.

The CDC volume is filled with a 50:50 gas mixture of helium and ethane. This gas is cho-

sen since it performed well in the Belle detector, with low radiation length, good position

and energy loss resolutions, and little radiation damage.

As a charged particle traverses the drift chamber, it ionizes the gas molecules. Because of

the applied electric field, the electrons drift towards the closest sense wire, ionizing more

gas molecules along the way, thus creating an avalanche. The measurements of the position

and timing of the signal created by the avalanche in the sense wire enables us to measure
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Figure 4.7: The upper portion of the figure shows the wire configuration in a small cell
(inner superlayer) and in a normal cell. The sense wires are shown with orange dots, while
the white circles show the grounded field wires. The lower portion of the figure shows the
layer configuration of the Belle II CDC. Image taken from [69].

the position of the charged particle. The size of the avalanche is proportional to the energy

lost by the particle in the initial ionization event. By combining the signal from all the

ionization events a particle produces, we can obtain the dE{dx. Since the energy loss of a

particle at a given momentum is dependent on its mass, based on the Bethe formula, the

particle type can be identified. The dE{dx distribution for different particles is shown in

Fig. 4.8.

The CDC has the same polar angle coverage as the VXD, between 170 and 1500. The posi-

tion resolution is about 100 µm. The dE{dx resolution is dependent on the incident angle

and it is between 8% and 12%.
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Figure 4.8: Energy loss rates ( dE{dx) of charged particles in the Belle II CDC. Solid lines
show predictions from the Bethe formula, dots show Belle II data recorded in 2019. Figure
from [70].

4.2.4 Time-of-propagation counter (TOP)

GoodK{π separation is necessary for Belle II to perform competitiveB meson reconstruc-

tion. The time of propagation counter (TOP) is the sub-detector that provides the particle

identification in the barrel region of the Belle II detector. The position of the TOP counter,

in front of the calorimeter, puts additional constraints on its design by requiring the material
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budget to be low. The TOP counter is the only operational Cherenkov time of propagation

counter of its kind. It distinguishes between different particles based on the Cherenkov ra-

diation they emit when traversing the TOP subdetector medium.

The TOP counter consists of 16 modules arranged in a barrel shape, around the CDC sub-

Figure 4.9: 3D conceptual rendering of the TOP detector (grey) integrated together with
the CDC (purple). Figure from [62].

detector, as shown in Fig. 4.9. Each detector module consists of a 250 cm long, 45 cm wide

and 2 cm thick quartz radiator bar with a mirror on one end. On the other end, the radiator

is glued to a 10 cm long prism that couples to a readout array of micro-channel-plate pho-

tomultiplier tubes (MCP PMTs). There are 32 MCP PMTs connected to each quartz bar,

each with 16 readout channels. The total number of readout channels for the TOP detector
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is 8192. The azimuthal coverage of the TOP counter is 93%. The schematic of one TOP

module is shown in Fig. 4.10.

As a charged particle traverses the quartz radiator, it emits Cherenkov radiation. The an-

Figure 4.10: Side view of the inner reflection of the Cherenkov light inside the TOP counter.
Figure from [71].

gle of the Cherenkov photons with respect to the particle trajectory, θC , depends on the

particle’s velocity:

cos θc “
1

βn
, (4.3)

where n is the refractive index of the medium and β is the particle’s velocity as a fraction

of the speed of light [8]. The photons travel inside the quartz bar and are internally reflected

until they reach an MCP PMT. The photon time of arrival is a sum of the time of flight of

the charged particle to the quartz radiator and the time of propagation of the Cherenkov

photon in the radiator. Based on the time of arrival and the x ´ y detection position, it is

possible to distinguish between different particles. The position and timing information is

compared to the expected Probability Density Functions (PDFs) for six particle hypotheses

pe, µ, π,K, p, dq. The identification probabilities are assigned based on the six correspond-

ing likelihood values.

The performance is tested using the MC simulations. The results show that a kaon identifi-
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cation efficiency in the momentum region between 0.5 and 2 GeV is 90% with a pion fake

rate below 5%.

4.2.5 Aerogel ring-imaging Cherenkov detector (ARICH)

To complement the particle identification of the TOP counter in the barrel region, an aerogel

ring-imaging Cherenkov (ARICH) detector is used in the forward endcap. The ARICH sub-

detector provides discrimination between pions and kaons from the momentum of 0.4 GeV

up to 4 GeV. It also provides pion-electron separation up to 1 GeV. ARICH consists of

two 2 cm thick aerogel layers with different refractive indices (n “ 1.045 upstream and

n “ 1.055 downstream). The detector screen of 540 hybrid avalanche photon detectors

(HAPDs) is used for the photon readout and it is separated from the aerogel radiators

by a 20 cm expansion gap. To obtain the needed Cherenkov angle resolution, enough

photons need to be produced in the radiator and detected. This can be achieved with a

thicker radiator, which in turn increases the uncertainty of the point of emission. The dou-

ble layer of aerogel radiator with carefully chosen refractive indices provides focusing of

the Cherenkov photons and reduces the emission point uncertainty. Aerogel material is

used for this purpose because its refractive index can be chosen during production. The

principle of operation of the double radiator is illustrated in Fig. 4.11. The HAPD sensor

provides single photon sensitivity with high granularity. The Cherenkov angle resolution

of ARICH is 3.1 mrad.

4.2.6 Electromagnetic calorimeter (ECL)

The Belle II electromagnetic calorimeter (ECL) is a scintillation calorimeter that is primar-

ily used for detecting the energy and position of photons from neutral particle decays (e.g.
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Figure 4.11: Principle of ARICH detection: Cherenkov photons (dashed blue and solid
purple lines), emitted at different angles from the two radiators, are detected by the photo-
detector. Figure from [72].

π0 Ñ γγ). Almost a third of decay products of a B meson are π0’s, so it is important to

properly reconstruct them. For that reason, the ECL needs to provide high efficiency pho-

ton detection in a wide range of energies, between 20 MeV and 4 GeV. The ECL is also

used for electron and, together with the KLM (Section 4.2.7), muon and K0
L identification.

The calorimeter is also part of the trigger system and it is used for measuring the on-line

and off-line luminosities.

When a high-energy photon traverses the calorimeter medium, it goes through pair produc-

tion, γ Ñ e`e´. High-energy electrons, produced in pair production or in other processes,

lose energy by Bremsstrahlung radiation, e´ Ñ e´γ. These processes continue in a chain

as long as the decay products have sufficient energy. This chain process is called an electro-

magnetic shower. Once the produced electrons and photons no longer have enough energy

for Bremsstrahlung or pair production, they continue losing energy by ionisation and exci-

tation of the calorimeter medium. Ideally, all the energy of the original photon or electron

is absorbed in the calorimeter. As the energy is absorbed by the scintillating material of the
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calorimeter, it re-emits the energy in the form of light. The light yield from the scintillator

is proportional to the absorbed energy. Thus, by measuring the light output, the energy of

the original photon/electron can be calculated.

The ECL is located outside the TOP and ARICH detectors. The position of the ECL is

illustrated in Fig. 4.12. It consists of 8736 CsI(Tl) scintillating crystals arranged in a cylin-

drical shape with a total weight of 43 tons. The forward and backward endcaps are located

at z “ 1.96 m and at z “ ´1.02 m, and contain 2112 crystals in total. The 3 m long barrel

region has an inner radius of 1.25 m and it contains 6624 crystals. The crystals are 30 cm

long (16.1 radiation lengths) truncated pyramids with an average cross section of 6ˆ6 cm2.

The same crystals and their support structure were used in the Belle experiment. Thallium

doped caesium-iodide crystals are chosen because of their good energy resolution of less

than 5%, high light output of 54000 photons per MeV of deposited energy and short radia-

tion length of 1.86 cm.

There are two photodiodes with amplifiers that are used for readout on the back end of

each crystal. The readout system was upgraded compared to Belle in order to combat the

problem of pile-up present in the high-luminosity environment of Belle II. Faster readout is

needed to avoid pile-up, where signals from one event overlap with the signal from the sub-

sequent event because the time between the events is much shorter compared to the Belle

experiment. This issue is lessened by the use of faster readout electronics that incorporate

waveform sampling. Waveform sampling, where the shape of potential signals is fitted us-

ing timing information, is used to ensure only signals that are in time with e`e´ collision

are kept.

The ECL covers 90% solid angle in the center of mass frame and provides polar coverage

between 12.40 and 155.10. For photons of energies 100 MeV and 8 GeV, expected energy
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resolution is 4% and 1.6% and angular resolution is 13 mrad and 3 mrad [62], respectively.

53



4.2 The Belle II detector

Figure 4.12: Schematic of the side view of the Belle II detector. The ECL crystals are
indicated. The KLM is visible, located outside the ECL and solenoid. The gray lines mark
the nominal polar angular acceptance of Belle II. Figure from [62].
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4.2.7 K-Long and muon detector (KLM)

The K-Long and muon detector (KLM) is used to provide K0
L and muon reconstruction. It

consists of alternating 4.7 cm thick iron plates and active detector layers, located outside

the Belle II solenoid. The iron plates in the KLM also act as the magnetic flux return for

the solenoid. The iron plates provide 3.9 interaction lengths of material, beyond the 0.8

interaction lengths of the ECL. The schematic of the KLM is shown in Fig. 4.12.

The KLM consists of the octagonal barrel region and two endcap sections. The barrel region

has 14 detection layers. All but the two innermost layers use glass-electrode resistive plate

chambers (RPC). These RPCs are inherited from the KLM of the Belle detector where they

showed good performance. Each detector layer contains two RPC layers that are orthogonal

to each other in order to provide z and φ positional information. An RPC is a large planar

capacitor with the gap between the electrodes filled with gas. As a charged particle trav-

els through the gas, it causes ionisation. The ionisation is further amplified by the electric

field generated by the electrodes, turning into an ‘avalanche’. When the avalanche comes

into contact with the electrodes, signal is created. Neutral hadrons, such as K0
L, produce

hadronic showers as they interact with iron nuclei. Secondary charged particles are created

in these showers, which then can be detected.

An RPC works on the principle that it discharges when a charged particle passes through

and it must recharge before the next detection. This dead time during recharge poses a

problem when used in a high luminosity experiment. To mitigate this problem, the endcaps

and the two inner layers in the barrel use scintillation detectors. Here, in each gap between

the iron flux return plates, strips of scintillating polystyrene are placed. In each detection

layer the strips are arranged in two orthogonal planes to provide z and φ positional infor-
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mation. The scintillating strips are covered in reflective coating and they contain an optical

fibre running though the middle. The optical fibre is mirrored on one end and on the other

it is attached to a photodiode used for readout. The fibre also shifts the wavelength of the

blue scintillation light to a green wavelength in which photodiodes have greater efficiency.

A diagram of the principle of operation of the scintillation strips is shown in Fig. 4.13.

Figure 4.13: Detection of scintillation light in a scintillating strip of the KLM detector.
Figure from [62].

The KLM provides polar angle coverage of 250´1550 and close to 49000 readout channels.

The muon detection efficiency is 89% above 1 GeV, with a hadron fake rate of 1.3%. The

K0
L detection efficiency rises linearly with momentum from zero at 0 GeV to a plateau of

80% at 3 GeV [62].

4.2.8 Triggering and data acquisition

Since operating at a high instantaneous luminosity, there is a need for event selection during

the data taking in Belle II. A trigger is used to select the events of interest and filter out

the unwanted background. Information from the CDC, ECL, TOP and ARICH is combined

and forwarded to a final-decision logic. Total cross sections and trigger rates at the design
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Physics process Cross section pnbq Rate pHzq
Υp4 Sq Ñ BB̄ 1.2 960

Hadron production from continuum 2.8 2200
µ`µ´ 0.8 640
τ`τ´ 0.8 640

Bhabha pθlab ě 17˝q 44 350paq

γγ pθlab ě 17˝q 2.4 19paq

2γ processes pθlab ě 17˝, pt ě 0.1GeV{cq „ 80 „ 15000
Total „ 130 „ 20000

paq rate is pre-scaled by a factor of 1{100

Table 4.1: Total cross section and trigger rates [62] with L “ 8 ˆ 1035 cm´2 s´1 from
various physics processes at

?
s “ 10.58 GeV.

luminosity1 of 8ˆ 1035 cm´2 s´1 for the processes of interest are given in Table 4.1. Here,

the hadron production from continuum refers to the events where an Υp4Sq meson is not

produced, but a quark pair is produced. At the Belle II center-of-mass energy, these are the

e`e´ Ñ uū, dd̄, ss̄, cc̄ processes. The Bhabha scattering refers to e`e´ Ñ e`e´ processes.

While the Bhabha and γγ events are easy to distinguish based on their detector signature,

a fraction of them is saved to be used for measuring the luminosity and calibrating the

detector responses.

The trigger consists of two levels, the online Level 1 trigger (L1) and the offline High

Level Trigger (HLT). The trigger is a part of the Data Acquisition system (DAQ). The

aim of the Belle II DAQ is to record the events of interest and to perform multi-step data

reduction. This is done using a large number of CPUs, ranging from the on-board detector

readout to the HLT computing farm. The L1 trigger performs online event selection based

on the track trigger and the energy trigger. The track trigger consists of 2D and 3D tracking

1The initial aim of the SuperKEKB collider and the Belle II experiment was to achieve the instantaneous
luminosity of 8 ˆ 1035 cm´2 s´1, but this goal has since been revised to 6 ˆ 1035 cm´2 s´1. For that
reason, some of the estimations in the detector and DAQ design were performed using the 8 ˆ 1035 cm´2

s´1 instantaneous luminosity.
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algorithms, while the energy trigger computes the total event energy and looks for isolated

clusters, all done with a precise trigger timing [73]. The expected data rate coming from

the L1 trigger at the goal luminosity is up to 30 kHz, with 1.1 MB per event, or up to

30 GB/s. Such a vast amount of data needs to be further reduced to a manageable level,

which is done offline, using the HLT. Full scale offline reconstruction is performed and

only the physics level events are selected. This process further reduces the data rate down

to a few kHz. The HLT classifies the selected events into different categories: hadronic,

Bhabha, µµ̄, τ τ̄ , γγ, cosmic, other scaled calibration events including random triggered

events, and other background events [74]. The analysis described in this thesis uses events

from the hadronic category. This trigger is highly efficient in selecting the BB̄ events, with

efficiency of higher than 99.5%, estimated using Monte Carlo simulation.
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5.1 Analysis strategy

The goal of this analysis is to measure the partial branching fraction of the decay B Ñ

Xu`ν in the lepton momentum endpoint region, between 2.1 and 2.7 GeV in the center-

of-mass frame1 of the Υp4Sq. The analysis is done inclusively, where the Xu hadron is

not reconstructed, but only the outgoing lepton is selected, either an electron or a muon.

The analysis is performed on the data from the Belle II experiment. This analysis builds on

the analyses performed at the previous B-factory experiments, as described in Chapter 3,

especially the BaBar measurements [12, 13]. Uniquely, unlike in the previous inclusive

measurements performed at BaBar and Belle, this analysis is performed simultaneously on

the electron and muon final states.

The analysis tools and dataset used are described in this chapter. The following chapter

describes the signal selection. A binned template fit is performed on the selected data to

1Further on, the use of the Υp4Sq center-of-mass reference frame will be implied, unless otherwise noted.
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extract the signal yield in the lepton momentum endpoint. The Monte Carlo simulated data

samples are used as templates for signal and backgrounds and are fitted to the measured

Belle II data. The fit is performed on the lepton momentum, between 1.0 and 3.0 GeV,

separated into bins of 50 MeV. The endpoint region, between 2.1 and 2.7 GeV is combined

into a single wide bin, as was done by BaBar [13]. The signal yield in the endpoint is

obtained from the fit result in the wide bin. The fit strategy and results are described in

more detail in Chapter 7. The systematic uncertainties of the extracted endpoint signal yield

is estimated for various sources, as described in Chapter 8. The partial branching fraction

in the lepton endpoint is calculated based on the measured signal yield, as described in

Chapter 9. Further on, the value of the Vub CKM matrix element is calculated, based on

the measured partial branching fraction. The results presented in this thesis are blinded, as

described in the next section. No central values are shown; only the relative statistical and

systematic uncertainties of the measured quantities are presented.

5.1.1 Blinded analysis strategy

The analysis is performed blinded, such that the value of the endpoint signal yield is hidden

from the analyst. This is done to avoid any experimental bias. The signal yield in the full

fitted momentum range, between 1.0 and 3.0 GeV, is available to the analyst, but the signal

yield in the endpoint, between 2.1 and 2.7 GeV, is hidden. The hidden value is further prop-

agated through the analysis, and it is used to estimate the relative systematic uncertainties,

but the absolute systematic uncertainties are also blinded.

Before the final results are ready to be unblinded, various checks are performed to validate

the analysis methodology. A cut flow analysis of the signal selection requirements was

done to verify the selection efficiency for each of the requirements, as described in Sec-
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tion 6.5. Following the signal selection, the distribution of the lepton momentum in data is

compared to the Monte Carlo simulation prior to fitting, as shown in Section 6.6. This step

is necessary in order to verify that the Monte Carlo simulation provides a good approxima-

tion of the data. In the next step, the template fit was performed. To demonstrate that the fit

algorithm performs correctly, Asimov data was used. A fit to the Asimov data is a fit where

the established fitting algorithm is performed, but in place of the recorded data, a Monte

Carlo dataset is used. If the fitting algorithm works correctly, such a fit is expected to pro-

duce the results identical to the Monte Carlo simulation. The fitting algorithm checks with

Asimov data are described in Section 7.2. Finally, the whole analysis procedure is validated

by measuring the B Ñ X`ν branching fraction, as described in Chapter 9. The branching

fraction of the flavour-agnostic B Ñ X`ν process is well known and the agreement of the

measured branching fraction with the previous results demonstrates the robustness of the

analysis algorithm designed by the author.

In this thesis, the results are presented blinded - only the estimated measurement uncer-

tainty is shown. The unblinding will be performed at a later date, leading to the journal

publication. This is done to prevent any results that are not approved by the Belle II collab-

oration entering public circulation. The final decision on the unblinding readiness is given

by the Belle II collaboration, following a multi-stage review process. After an analysis is

complete, for it to receive the unblinding permission, the Working Group and the assigned

Review Committee need to give their approval. The path to unblinding for this analysis

is further discussed in Chapter 9. Now, the dataset and the tools used for this analysis are

described in the following sections.
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5.2 Belle II dataset

The Belle II experiment has collected 424 fb´1 of e`e´ collision data up through July

2022. The experiment has recently ended the Long Shutdown One period, during which the

pixel detectors and the collider magnets were upgraded. Operations resumed in February

2024. This was the first part of the preparation for achieving the full targeted instantaneous

luminosity of 6 ˆ 1035 cm´2s´1. The maximal instantaneous luminosity achieved before

the shutdown was 4.7 ˆ 1034 cm´2s´1, which is higher than any other e`e´ collider has

achieved before. The accumulation of the total integrated luminosity for the run period be-

tween 2019 and present is shown in Fig. 5.1.

Due to the need for central processing of the recorded data and the time consuming process

of data verification and systematic error estimation, this thesis only uses the data recorded

until December 2021. This amounts to a total integrated luminosity of 189 fb´1 recorded

at the center of mass energy corresponding to the Υp4Sq resonance, at
?
s “ 10.58 GeV,

and another 18 fb´1 recorded 60 MeV below the resonance. The data recorded below the

Υp4Sq resonance is called “off-resonance" data and it is used to study non-resonant contri-

butions from the e`e´ collisions, where the Υp4Sq resonance is not produced, but various

backgrounds of type uū, dd̄, ss̄, cc̄, e`e´, µ`µ´ or τ`τ´ are. These backgrounds are called

“continuum" backgrounds. The dataset used in this thesis is summarised in Table 5.1. The

data used is skimmed using the HLT hadron skim to reduce the input data size, as described

in Chapter 4.
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Figure 5.1: The total weekly integrated luminosity and the total cumulative integrated lu-
minosity of the Belle II experiment since the start of its operations in 2019 [75].

5.3 Monte Carlo Simulation

Simulated Monte Carlo datasets (MC) are used to compare the recorded data to the theoret-

ical predictions, as well as to optimize the signal selection and estimate the signal selection

efficiency and background rate. Using the MC generators, a simulated counterpart of the

Belle II data is created. Event generator packages are used to produce possible e`e´ in-

teractions based on theoretical branching fraction predictions using MC generators. The

EvtGen [76] package is used to produce BB̄ samples, while the continuum events are pro-

duced using the KKMC [77] generator for the µ`µ´, τ`τ´ or qq̄ processes; BBREM [78],

BHWIDE [79] and BABAYAGA.NLO [80] are used for e`e´ processes. The final-state
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?
s [GeV] Experiment number Luminosity [fb´1]
10.58 7 0.510 ˘ 0.002

8 4.459 ˘ 0.003
10 3.635 ˘ 0.001
12 54.388 ˘ 0.004
14 16.385 ˘ 0.005
16 10.321 ˘ 0.004
17 10.714 ˘ 0.004
18 89.176 ˘ 0.010

total: 189.880 ˘ 0.013
10.52 8 0.813 ˘ 0.001

12 8.716 ˘ 0.002
18 8.424 ˘ 0.003

total: 17.953 ˘ 0.004

Table 5.1: Summary of the collected Belle II data that is used in this analysis. The experi-
ment number corresponds to a period of data collection with the same accelerator param-
eters. The presented uncertainties are statistical uncertainties only and are provided by the
Belle II Data Production group.

radiation is simulated using the PHOTOS [81] package. The event list with decay products

and the information on their kinematics is then forwarded to the Geant4 [82] simulation

of the Belle II detector, which simulates the detector response. Because the information of

the processes produced in an event, the truth information, is known in MC, it enables us to

optimize selection criteria for the analysis of a desired signal mode, as well as to study the

background processes that mimic the signal.

This analysis uses 100 fb´1 of MC simulated data. This includes B`B´, B0B̄0, uū, dd̄,

ss̄, cc̄ and τ`τ´ samples. Together, these MC samples are called ‘generic’ MC. The MC

samples were provided by the Belle II Collaboration and are from the 14th production cam-

paign of MC simulation (MC14). The continuum background samples were used initially

for the optimization of the signal selection, but later in the analysis the off-resonance sam-

ples were used instead, as motivated in Section 6.2. A dedicated MC sample of the signal
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Process
pe`e´ Ñq

Cross-section
rnbs

Number of events
per 100 fb´1 pˆ106q

Υp4Sq Ñ B`B´(charged q 0.540 54
Υp4Sq Ñ B0B̄0p neutral q 0.510 51

uū 1.605 160.5
dd̄ 0.401 40.1
ss̄ 0.383 38.3
cc̄ 1.329 132.9

τ`τ´ 0.919 91.9
Total 6.835 683.5

Table 5.2: Summary of the branching fractions and the total number of events generated
for the MC used in this analysis, for

?
s “ 10.58 GeV.

B Ñ Xu`ν events is used, with an improved modelling, as described in section 5.3.1. The

MC samples used are summarized in Table 5.2.

5.3.1 Signal B Ñ Xu`ν MC with hybrid modelling

The previous B-factory experiments used the hybrid model, originating at CLEO [83], to

describe the B Ñ Xu`ν decays. The inclusive B Ñ Xu`ν decay reconstruction includes

both resonant and non-resonant final states. The triple-differential decay rate for inclusive

B Ñ Xu`ν decays, d3Γ
dq2dE`dmX

, does not account for the resonances in the mass spectrum

of the hadron. In MC, this can be ameliorated by integrating out the resonant contributions

from the inclusive decay simulation and combining with the separate resonant decay simu-

lations. To do this, the inclusive distribution is split into bins in hadron invariant mass, mX ,
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the momentum transfer, q2, and the lepton energy in the B rest frame, EB
` :

mX “ r0.00, 1.40, 1.60, 1.80, 2.00, 2.50, 3.00, 3.50s GeV, (5.1)

q2
“ r0.00, 2.50, 5.00, 7.50, 10.0, 12.5, 15.0, 20.0, 25.0s GeV2, (5.2)

EB
` “ r0.00, 0.50, 1.00, 1.25, 1.50, 1.75, 2.00, 2.25, 3.00s GeV. (5.3)

The resonant contributions are subtracted from the inclusive predictions in each bin, giving

the rate of only the non-resonant final states. The resonant contribution is then added based

on the exclusive predictions. Thus, the total number of events that the hybrid model predicts

is:

Hi “ Ri ` ωiIi, (5.4)

where Hi is the total number of events in bin i, Ri is the number of resonant contributions,

Ii is the number of events from the inclusive distribution, and the weight ωi “ Ii´Ri

Ii
is

assigned such that in each bin Hi “ Ii.

The hybrid model was implemented using a module available in the eFFORT package [84].

We used signal B Ñ Xu`ν MC from the MC14 campaign. The branching fractions were

updated to the most recent PDG values. The results for the partial branching fraction and

|Vub| will be presented for both BLNP and DFN signal models.

The samples are described in Table 5.3. The distribution of mX before and after the hybrid

model implementation is shown in Fig. 5.2. As can be seen in this figure, the inclusive MC,

shown by the blue dotted line, does not include the resonant peaks inmX . These resonances

are simulated separately, shown by the green dash-dotted line. When the hybrid reweight-

ing is performed, the rate of the resonant contributions is subtracted from the inclusive

contribution. This brings down the inclusive contributions, as shown with the orange dash-
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dotted line. The total signal contribution, consisting of the resonant and newly reweighted

inclusive contributions, is shown with the solid black line. The resulting discontinuity in

the mX spectrum is an expected side effect of the hybrid model implementation. Since the

mX spectrum was divided into bins to calculate the new hybrid weights, the discontinuity

lies on the edge between the first and the second bin. This region is most severely affected

because all the resonances lie in the firstmX bin. While there is some concern that this new

mX spectrum is unphysical, it is not a worry in this analysis, since the mX quantity is not

directly used.

This signal MC with hybrid weights assigned is used to replace the signal events from the

BB̄ generic MC. The difference between the lepton momentum distribution between these

two signal samples is shown in Fig. 5.3. It is evident that the new signal MC has higher

number of events, purely because the branching fractions were updated when the hybrid

MC was produced.

B` B0 Model
π`ν p0.78˘ 0.027q ¨ 10´4 p1.50˘ 0.06q ¨ 10´4 BCL
ρ`ν p1.58˘ 0.11q ¨ 10´4 p2.94˘ 0.21q ¨ 10´4 BCL
η`ν p0.39˘ 0.05q ¨ 10´4 - ISGW2
η1`ν p0.23˘ 0.08q ¨ 10´4 - ISGW2
ω`ν p1.19˘ 0.09q ¨ 10´4 - BCL

Xu`ν incl. p2.21˘ 0.32q ¨ 10´3 p2.05˘ 0.21q ¨ 10´3 BLNP / DFN

Table 5.3: Branching fractions and models used to simulate resonant and inclusive B Ñ

Xu`ν MC samples.The BCL[85] and ISGW2[86] models are used to describe the exclusive
charmless decays. The previously discussed DFN [32] and BLNP [35] models are used to
describe the inclusive charmless decays.
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Figure 5.2: Distribution of the hadron invariant mass for inclusive MC (blue dotted line),
resonant MC (green dash-dotted line), the inclusive contribution after the hybrid model
applied (orange dash-dotted line), and the hybrid resonant and non-resonant contributions
combined (black solid line), for B0 decays (left) and for B` decays (right), for electrons
(top) and muons (bottom), scaled to luminosity of 1 fb´1. The vertical grey dotted lines
show the bins in mX used for hybrid reweighting.
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Figure 5.3: Signal electron (top) and muon (bottom) spectrum in the center of mass frame
in the generic BB̄ MC (blue) and in the signal MC with hybrid weighting (resonant modes
(red) and two different models for non-resonant decays, BLNP (green) and DFN (purple)),
for B` decays (left) and for B0 decays (right).
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5.4 Belle II Analysis Software Framework

The Belle II experiment uses its dedicated Belle II Analysis Software Framework (basf2)

[87] for online and offline data processing, detector simulation and generation of MC sam-

ples. The framework consists of independent processing blocks, called modules, which are

specialized to perform small tasks. The modules are combined and executed linearly within

a path defined in use-specific steering files. The modules exchange information through a

common object store, called DataStore. This is illustrated in Fig. 5.4. The input/output is

handled using CERN’s ROOT library [88].

Once the data is recorded, it is centrally processed and the detector calibration is per-

Figure 5.4: A simple data processing chain. One path containing 4 modules that exchange
data with each other using the common DataStore. Image taken from [89].

formed. Similarly for MC, the simulation is centrally run using the generators described

previously. Both of these operations are done using basf2, and ROOT files containing

data objects are made available to analysts. These files contain detector objects, such as

Tracks, ECLClusters and KLMCLusters. For a specific analysis, the analyst further

processes these ROOT files using basf2. At this stage, the detector objects are interpreted

as particles and are gathered in ParticleLists. The analyst applies selection criteria
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and has the option to further combine particles to reconstruct decays. The results are again

output as ROOT files containing particle candidates organized into ROOT’s TTree ob-

jects. Further analysis and data manipulation is performed outside basf2 (‘offline’), most

commonly using Jupyter Notebooks [90].

The data and MC samples used in this analysis are processed using the release 5 of basf2

software. The analysis selection is performed using basf2 release light-2205-abys.

The next chapter describes the signal reconstruction done using basf2, as well as the

further signal selection and the reweighting of the data and MC done offline.
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6.1 Signal selection requirements

The signal for the inclusive B Ñ Xu`ν analysis consists solely of the outgoing charged

lepton. In this analysis approach, the final-state hadron is not reconstructed, while the lep-

ton neutrino escapes the detection.

Because the B mesons are always produced in pairs at the Belle II experiment, there are

different analysis approaches based on the treatment of the companion B meson. One of

the B mesons is, at least partially, reconstructed as the signal, Bsig. In this analysis, Bsig is

partially reconstructed with the outgoing charged lepton. The other B meson in the event

is referred to as Btag. If the Btag is not reconstructed, the analysis is labelled as untagged.

Otherwise, the Btag can be reconstructed using hadronic or semileptonic tagging algo-

rithms. While the tagged approach provides more information on the companion B and

offers better understanding of the event kinematics, the tradeoff is a loss of signal selection

efficiency. Due to the suppressed nature of the B Ñ Xu`ν signal decay, this analysis uses
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the untagged approach, to maximize the signal selection efficiency.

To optimize the ratio of signal to background events, a set of requirements is imposed on

the data. These selection requirements are colloquially referred to as “cuts". Since the sig-

nal consists of either an electron or a muon, these particles need to be correctly identified

in data. These charged particles leave tracks as they traverse the CDC, thus a requirement

for a track is the first step in their identification. Since any charged particle can leave a

track in the CDC, additional information from other subdetectors needs to be combined to

assign a likelihood for an electron or a muon. Information from other particle identification

detectors (TOP, ARICH, ECL, KLM) is used to calculate likelihoods for the track signal to

be caused by different particle types. A global PID likelihood for a given particle type can

be calculated using the combined likelihood information from the subdetectors:

Lparticle

Le ` Lµ ` Lπ ` LK ` Ld
. (6.1)

The selection cuts for electron and muon signal candidates used in this analysis are as

follows:

‚ at least one charged track is required, with the impact parameters dr ă1.0 cm and

|dz| ă3.0 cm, to ensure that the track is originating from the interaction region; here

dr is the distance in the r ´ φ plane and dz is the distance on the z-axis from the

interaction point.

‚ the track is required to have the transverse momentum pt ą 0.05 GeV and to be in

the CDC angular acceptance; this is to ensure that the track is properly measured by

the CDC subdetector.
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‚ the track is required to have high global PID likelihood to be either an electron or a

muon; electronIDą 0.9 or muonIDą 0.9 is required.

‚ only the tracks with the center of mass momentum, p˚, between 1.0 GeV and 3.2 GeV

are saved for further analysis; the tracks with p˚ ă 1.0 GeV are not used because the

particle identification does not have a good performance in that momentum region,

resulting in high fake rate, where other particles are misidentified as electrons or

muons; the tracks with p˚ ą 3.2 GeV come exclusively from continuum background

events.

Figure 6.1 shows the distributions of these variables in signal and in background MC.

In addition to the track selection requirements, a set of requirements is imposed on

the event level. The goal is to minimize contributions from the machine and continuum

backgrounds. A requirement on the total number of tracks is imposed, such that at least

5 tracks are required in an event, nTracks ą 4. This reduces the low-multiplicity back-

grounds without significantly affecting the signal efficiency. The ECL clusters that pass the

requirements E ą 0.1 GeV and |clusterTiming| ă 200 ns and that are in the CDC

angular acceptance, are defined as good clusters. An event needs to have more than 2

good clusters to pass the selection. Similarly, a requirement on the number of good

tracks in an event is selected to be greater than 3. A good track is defined as a track

with pt ą 0.05 GeV, dr ă 1.0 cm, |dz| ă 3.0 cm and with an angle in the CDC angular

acceptance. The continuum backgrounds are further minimized by training a Multivariate

Analysis (MVA) algorithm, as described in Section 6.4.

Electron and muon pairs coming from the J{ψ (m “ 3.096 GeV) meson decays are a
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Figure 6.1: Distributions of variables used for track selection in MC. The continuum back-
ground and BB̄ MC are shown in solid colours, while the signal distribution is shown with
a dashed red line. Arbitrary scaling is used. The scaling for the signal distribution is higher
than the background scaling, in order for the signal to be visible.
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significant source of background that can be easily suppressed. Charmonium vetoes were

applied to electron and muon candidates as follows:

‚ Electron-pair invariant-mass exclusion: 2.9 ăMe`e´ ă 3.2 GeV,

‚ Muon-pair invariant-mass exclusion: 2.9 ăMµ`µ´ ă 3.2 GeV.

For the purpose of better understanding the signal distribution and the background con-

tributions, the BB̄ MC samples are further subdivided for the purpose of this analysis. The

division is made according to the truth information of the selected signal lepton, as follows:

‚ bÑ u sample - the candidate lepton is from a B Ñ Xu`ν event

‚ b Ñ c sample - the candidate lepton is from a B Ñ D`ν, B Ñ D˚`ν, B Ñ D˚˚`ν

or other B Ñ Xc`ν decay

‚ J{ψ sample - the candidate lepton is a daughter of a J{ψ meson

‚ secondaries sample - the candidate lepton is a daughter of neither a B meson nor a

J{ψ

‚ fake sample - the candidate lepton is not a true lepton

‚ other sample - the candidate leptons that don’t belong to any of the previous cate-

gories.

The momentum distributions of these different MC components is shown in Fig. 6.2 and

Fig. 6.3 for electrons and muons, respectively. The b Ñ u sample contains the signal

events. The b Ñ c sample is the most dominant background in the analysis. These events

are very similar to signal events as they are semileptonic B decays as well, but they contain

a charmed meson (D,D˚, D˚˚) in the final state in place of the charmless meson in the sig-

76



6.2 Continuum Monte Carlo and off-resonance data

nal sample. The J{ψ sample contains the events where the selected signal sample is a true

daughter of a J{ψ meson. This type of background is heavily reduced by the previously

described charmonium veto. The secondaries sample represents the events where the se-

lected lepton is not a daughter of a B meson, but comes from a secondary decay of a B

meson daughter. In this case, the lepton most commonly comes from a semileptonic decay

of a charmed meson (e.g. D´ Ñ K0`´ν). Electrons or muons could also be produced in τ

decays from B Ñ Xuτντ decay, but this contribution is not significant. The fake sample

contains the events where the selected lepton candidate is not a true lepton. In this case, the

particles that are falsely identified as leptons are π˘, K˘, p`, Σ˘ and Ξ˘. For the pions

and kaons that are falsely identified as leptons, there are corrections available to improve

the agreement between the MC simulation and data, as described in Section 6.3.5. All the

events that do not fall into any of the previously described categories are grouped into the

other sample. These are mainly the semileptonic decays of the B mesons that involve a

strange quark, such as B Ñ K`` and B Ñ Kπ``.

6.2 Continuum Monte Carlo and off-resonance data

A portion of the Belle II data was taken at the center-of-mass energy 60 MeV below the

Υp4Sq resonance, as described in Section 5.2. This is customarily done at B factory ex-

periments in order to have better understanding of the continuum backgrounds. This type

of data is often used in place of the continuum MC simulation because it more accurately

represents the continuum backgrounds in the experiment. The amount and the kinematic

properties of continuum backgrounds are highly dependent on the accelerator settings dur-

ing data taking, mainly the center-of-mass energy of the beams. The MC simulation that
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6.2 Continuum Monte Carlo and off-resonance data

Figure 6.2: Momentum distributions for different categories of BB̄ MC, for events with an
electron candidate. The top left plot shows the momentum distribution for the signal bÑ u
sample. Both the resonant contribution and the non-resonant contributions from BLNP and
DFN models are indicated.The statistical uncertainty is shown.
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Figure 6.3: Momentum distributions for different categories of BB̄ MC, for events with a
muon candidate. The top left plot shows the momentum distribution for the signal b Ñ u
sample. Both the resonant contribution and the non-resonant contributions from BLNP and
DFN models are indicated. The statistical uncertainty is shown.
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is used in this analysis is generated using a singular set of accelerator parameters, which

does not accurately depict the data-taking conditions, which can vary over time. The off-

resonance data is taken at different times of data-taking, to better represent the accelerator

conditions of different data-taking periods.

By initially comparing the data and MC agreement it was evident that the continuum

MC was not accurately representing the continuum processes seen in data. The samples

compared have the selection requirements from Section 6.1 applied. The continuum MC

was reweighted to match the off-resonance sample luminosity. The disagreement is as-

sumed to be due to variations in operating conditions of the accelerator between different

data-taking periods, mainly the small but significant variations in the center-of-mass energy

of the collisions. Because of this issue, the data taken off-resonance is used to approximate

the continuum contributions in the on-resonance data. The comparison of off-resonance

data to continuum MC is given in Fig. 6.4.

The disagreement is most evident when looking at the R2 variable. The R2 variable

quantifies the event shape, as described in more detail in Section 6.4. The values close to 1

represent jet-like continuum events, while events with a more spherical distribution haveR2

values close to 0, which are mainlyBB̄ events. Looking at theR2 distribution in Fig. 6.4, it

is evident that the MC simulation fails to accurately depict the continuum events seen in the

detector. The peak in the off-resonance sample that is seen close to the R2 value of 1 can

be explained by Bhabha events, which are not included in the MC simulation. The Bhabha

events were mostly expected to be eliminated with the requirement on the number of tracks

in the event to be greater than 4. But seeing this peak in the off-resonance data tells us that a

significant number of such events passes this cut. Still, this effect is not problematic since a
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6.2 Continuum Monte Carlo and off-resonance data

Figure 6.4: Comparison between continuum MC (solid colours) and off-resonance data
(dashed red line). The MC samples were reweighted to match the off-resonance data lu-
minosity. The R2 variable, defined in the text, is shown top-left; the total energy detected
in the ECL is shown top-right; the bottom-left figure shows the total visible energy in the
event and the bottom-right figure shows the θ direction of the missing momentum of the
event.
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6.3 Data and MC corrections

simple cut on the R2 variable would eliminate these events. The disagreement in the lower

R2 region is problematic. This tells us that there is a significant contribution of ‘spherical’,

BB̄-like events, which the continuum MC does not accurately simulate.

Another variable used to compare off-resonance data and continuum MC, shown in

Fig. 6.4 is the total energy seen by the calorimeter, EECL. The excess of events is seen

around the Υp4Sq mass, 10.58 GeV. At lower energies, there is also an excess of events

seen in off-resonance data.

To avoid these issues, it was decided to use solely the off-resonance data in place of

continuum MC. The size of the off-resonance dataset is only about 10% of the dataset

taken at Υp4Sq resonance, which introduces significant statistical uncertainty, the benefit

is that the continuum events are more accurately represented with this dataset. The inade-

quate representation of continuum backgrounds in MC simulation was also seen by other

Belle II analyses, mainly the untagged analyses with large selection efficiencies. A set of

standard cuts was prescribed to mitigate this issue and those cuts were also applied in this

analysis, from this point onwards. Those are the requirement on the total visible energy of

the event in the center-of-mass system, 4 ă EvisCMS ă 10, and the requirement that the missing

momentum of the event points within the detector acceptance, 0.2967 ă p
missing
θ ă 2.705.

6.3 Data and MC corrections

6.3.1 Luminosity correction

A normalization needed to be applied to the MC samples to account for the difference in

luminosities between the generated MC samples and the recorded dataset. The MC samples
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were normalized by the ratio of luminosities:

Lon´res data
LMC

“ 1.893 (6.2)

where Lon´res data is the measured luminosity of the on-resonance data and the LMC is the

luminosity of the simulated MC sample. The MC samples were generated with a center-of-

mass energy of
?
sMC “ 10.580 GeV.

6.3.2 Track momentum scaling in data

A momentum scaling of 0.99971 is applied to all tracks in data. This is done to correct for

a discovered shift of invariant mass peak positions of D0,`, J{ψ,KS and Λ`c states in the

recorded dataset compared to the corresponding invariant mass value from the PDG used

in MC simulation [91].

6.3.3 Photon energy bias correction in data

To correct for the photon energy bias in the region below 2 GeV, corrections are applied

to the reconstructed photons. These corrections are obtained by analyzing the decays of

π0 and η into two photons [92].

6.3.4 Bremsstrahlung correction

The electron candidates (i.e. the candidates that pass the track selection cuts and the elec-

tronID ą 0.9 requirement) are corrected for Bremsstrahlung emission during event se-

lection. Bremsstrahlung radiation is a braking radiation that charged particles produce
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6.3 Data and MC corrections

while decelerating. Electrons are more susceptible to emitting Bremsstrahlung radiation

than muons due to their lower mass.

In basf2, the correctBremsBelle module is used to handle the Bremsstrahlung

correction for electron candidates. In order to account for the lost momentum due to the

Bremsstrahlung radiation, photons that fall within a cone of 3.50 centred around the elec-

tron’s flight path are identified as Bremsstrahlung photons. Photons are required to have an

energy below 1.2 GeV. To reduce the probability of adding the low-energy photons coming

from SuperKEKB machine backgrounds, specific minimum ECL cluster energy require-

ments are set. For the clusters in the forward ECL region, the minimum required cluster

energy is 75 MeV. For the barrel region of the ECL, the minimum cluster energy is set to

50 MeV. For the backward region, the minimum required energy is 100 MeV. The required

minimum cluster energy is the highest for the backward ECL region since that region is

most affected by machine backgrounds. Subsequently, the four-momentum of the photon

candidates that satisfy these requirements is added to the momentum of the corresponding

electron candidate.

To verify that the Bremsstrahlung correction behaves as intended, some checks were per-

formed on MC. For this analysis, it is important that the electron momentum is not over-

corrected. An overcorrection would artificially push electron candidates into a higher mo-

mentum region than their true momentum. This would be problematic as it would wrongly

inflate the electron yield in the endpoint region. To make sure this is not the case, the elec-

tron momentum after the Bremsstrahlung correction was compared to the true generated

momentum in MC. The electron momentum before and after applying the Bremsstrahlung

correction is shown in Fig. 6.5. Figure 6.6 shows the two-dimensional distribution of re-

constructed momentum in the center-of-mass frame after the Bremsstrahlung correction is
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6.3 Data and MC corrections

applied, versus the ratio of the reconstructed and the generator level center-of-mass mo-

mentum. It can be seen that there are instances where the reconstructed momentum is

over-corrected and the lepton is assigned a higher reconstructed momentum than what was

generated. The root mean square of the difference between the reconstructed and gener-

ated momentum was calculated, both with and without the Bremsstrahlung correction. By

comparing the root mean square values, it is evident that the Bremsstrahlung correction

on average improves the difference between the generated and the reconstructed momenta.

The comparison is shown in Table 6.1.

bÑ u bÑ c J{ψ secondaries fakes other
b

pp˚uncorrected ´ p
˚
genq

2 [GeV] 0.027 0.013 0.030 0.005 0.001 0.018
b

pp˚corrected ´ p
˚
genq

2 [GeV] 0.016 0.005 0.019 0.005 0.004 0.007

Table 6.1: Root mean square of the difference between the reconstructed and generated
momentum. Here p˚corrected and p˚uncorrected indicate the center-of-mass momentum of the
electron with and without the Bremsstrahlung correction, respectively, while p˚gen indicates
the generator level center-of-mass momentum.

6.3.5 Efficiency and fake rate corrections for particle identification

Because the simulation does not perfectly model the detector and its response, some cali-

bration is needed to match the efficiency of particle identification (PID) in the simulation to

the real detector response. Electron and muon identification efficiencies are studied using

e`e´ Ñ ```´pγq, e`e´ Ñ pe`e´q```´ and J{ψ Ñ ```´ events. These processes are

well known, so they can be used to compare the performance of the PID in data and in

simulation and to derive the needed calibrations to match these performances. The Belle II

collaboration’s performance group provides the calibration factors that are applied to the

correctly reconstructed electrons and muons in MC. The corrections are given in bins of
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Figure 6.5: The distribution of the center-of-mass lepton momentum before the
Bremsstrahlung correction, shown in orange; the corrected value is shown in blue.
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Figure 6.6: 2D distribution of the reconstructed center-of-mass electron momentum with
Bremsstrahlung correction on the x-axis and the difference from the generator level value
on the y-axis.
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momentum, p, and azimuthal angle, θ. The bin coverage of the correctly identified leptons

in MC is given in Fig. 6.7. All the electron candidates are covered by the provided correc-

tions, while 1% of muon candidates is not covered by these corrections.

Similarly, the pion-lepton mis-identification probability (fake rate) is studied using the

Figure 6.7: The 2D MC sample distributions of correctly identified electrons (left) and
muons (right) in angle, θ [rad], vs. momentum, p [GeV], is shown, overlaid with the lepton
identification efficiency correction bins that are indicated with red rectangles. The colour
scale depicts the number of candidates.

K0
S Ñ π`π´ channel, and the kaon-lepton mis-identification probability is studied using

theD˚` Ñ D0pÑ K´π`qπ` channel. The performance group provides the corrections for

cases when pions or kaons are mis-identified as electrons or muons. These corrections are

provided in bins of p and θ, as well. Due to the limited statistics of the samples used for es-

timating the fake rate corrections, there are some gaps in coverage. The coverage for pions

and kaons mis-identified as leptons is given in Fig. 6.8. In the case of pions mis-identified

as electrons, 0.01% of candidates are not covered by the corrections. There is 0.7% of pions

mis-identified as muons not covered by the corrections. The kaon corrections have more

limited coverage, with 0.25% of electron candidates not covered by these corrections and

0.5% for muon candidates. In these cases, the candidates are not assigned any corrections.
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6.3 Data and MC corrections

Figure 6.8: The 2D MC sample distribution of kaons (left) and pions (right) faking electrons
(top) and muons (bottom) in angle, θ [rad], vs. momentum, p [GeV], is shown, overlaid with
the lepton fake rate correction bins that are indicated with red rectangles. The colour scale
depicts the number of candidates.

In this analysis, the PID efficiency corrections and the fake rate corrections are applied

to the lepton candidates after the initial signal selection. The corrections are read from the

provided tables using the PIDvar package developed by the Belle II collaboration mem-

bers [93].

The statistical and systematic uncertainties for the efficiency and fake rate MC correction

factors are provided by the performance group, and are later used to evaluate the system-

atic uncertainty due to the PID corrections. The average values and the uncertainties of
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6.3 Data and MC corrections

the PID efficiency corrections and fake rate corrections per momentum bin are shown in

Fig. 6.9. The Belle II Performance Group continuously analyzes and provides updates to

these corrections. With the data coming from the Belle II experiment, the PID performance

is better understood and improved. This analysis uses PID correction factors released under

the name post-ICHEP-2022; these are the most recent corrections made available for

the dataset and MC campaign used in this analysis.

6.3.6 Continuum normalization

To replace the continuum MC with off-resonance data, the off-resonance data sample was

scaled to account for the difference in luminosity and cross sections at lower center-of-mass

energy by a factor rL defined as:

rL “
soff
son

ş

Londt
ş

Loffdt
“ 10.429 (6.3)

where s and
ş

Ldt refer to the center-of-mass energy squared and integrated luminosity of

the on- and off-resonance samples. The off-resonance and on-resonance data samples from

different data-taking periods were taken at slightly different center-of-mass energies. The

mean center-of-mass energies were used in this reweighting, which were found to be:

?
son “ 10.576 GeV, (6.4)

?
soff “ 10.518 GeV. (6.5)

For the off-resonance data, the momentum of the lepton candidates in the center-of-mass

frame was scaled by the ratio
?
son

?
soff

, to account for the different center-of-mass energies
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6.3 Data and MC corrections

(a) electronID efficiency corrections (b) muonID efficiency corrections

(c) electronID pion fake rate corrections (d) muonID pion fake rate corrections

(e) electronID kaon fake rate corrections (f) muonID kaon fake rate corrections

Figure 6.9: Average efficiency and fake rate corrections over the lepton momentum
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6.4 Continuum suppression

Figure 6.10: Comparison of the event shapes in a continuum event (left) and a BB̄ event
(right) in the center of mass reference frame.

when boosting to the CM frame from the lab frame.

6.4 Continuum suppression

As seen in Table 5.2, the branching fraction for the continuum backgrounds is high when

operating at
?
s “ 10.58 GeV. The continuum background contribution needs to be reduced

in order to increase the statistical significance of signal events. This can be done by taking

advantage of the fact that the shapes of the continuum events differ from the BB̄ events.

Since the center-of-mass energy of e`e´ collisions is exactly that of the Υp4Sq mass and

the B meson pairs are produced almost at rest, their decay products are distributed evenly

in the detector and the events are of spherical shape. In contrast, the collision products

in the continuum events have a large boost and these events have a jet-like shape. This is

illustrated in Fig. 6.10.

The event shapes can be quantified using different variables. The event shape variables are
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6.4 Continuum suppression

calculated using the good tracks and good clusters, as described in Section 6.1.

One type of such variables are the Fox-Wolfram moments [94]. The k-th Fox-Wolfram

moment is defined as:

Hk “

N
ÿ

i,j

|~pi||~pj|Pkpcos θijq, (6.6)

where θij is the angle between the momenta, ~p, of particles i and j, and Pk is the k-th Leg-

endre polynomial. The reduced Fox-Wolfram moments are defined as Rk “ Hk{H0. The

most commonly used variable describing the event shape in B-factory experiments is the

second reduced Fox-Wolfram moment, R2. The R2 has values close to 0 for spherical BB̄

events and values close to 1 for jet-like continuum events.

A cut of R2 ă 0.5 is applied offline, after the event reconstruction and selection. The R2

distribution in data and MC is shown in Fig. 6.11. The agreement between data and MC is

not ideal and this is attributed to imperfect simulation of full event kinematics and to the

small variations of the beam center-of-mass energies between different run periods and in

MC simulation.

A multivariate analysis (MVA) based on boosted decision trees was used to further sep-

arate continuum and b Ñ u signal events. A training set is used to ‘teach’ a classifier to

distinguish between the signal and continuum background events. The MVA classifier is

given a target variable, which is a binary variable that labels continuum events and signal

events. A set of observable variables is also given, called the training variables, which have

separation power between signal and background. Based on this information, the classifier

assigns a signal probability to each event, such that the signal events have probability close

to 1 and continuum events are assigned a probability close to 0. The performance of the

classifier is evaluated using a test sample. For the test, the classifier is given the test data

with its training variables values and the results are cross-checked with the target variable,
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Figure 6.11: The 2nd order Fox-Wolfram moment, R2, of the events; comparison between
data (black dots) and MC (solid colours).

which in the test case is only available to the analyst. If the tested performance proves

satisfactory, the classifier is then applied to the observed data and MC using the training

variables. The classifier gives a classifier probability value for each event in the given data.

A cut can then be applied on the new classifier probability variable to reduce the back-

ground contributions in the selected events.

For the MVA training, the FastBDT MVA model was used. FastBDT [95] is a stochastic

gradient-boosted decision tree method which was optimized to provide good computing

performance when used on the large Belle II data samples. A simple decision tree (DT)

classifier uses a series of consecutive cuts to separate between signal and background.

DT classifiers are sensitive to statistical fluctuations in the training sample and are prone

to over-fitting. Boosted DT (BDT) classifiers use multiple weak-learner DTs that roughly

separate signal and background and are thus more robust. Their performance can be further

improved by using a gradient-descent in each boosting step to reweight the training sample.
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A stochastic gradient BDT further uses a randomly drawn sub-sample of the training set in

each boosting step. This approach is the most robust against over-fitting.

The classifier was trained on 80k events of b Ñ u MC and off-resonance data each. It

was tested using 20k events of each sample. The training was done separately for sam-

ples with electrons and muons. The training variables used and their definitions are listed

in Table 6.2. The distribution of the 9 most important variables in the signal MC and the

comparison between data and MC are shown in Fig. 6.12 for electrons, and in Fig. 6.13 for

muons.

The performance of the MVA training is evaluated using the test samples. The com-

parison of the classifier output in the training sample and in the test sample is shown

in Fig. 6.14. The agreement between the two distribution confirms that there is no over-

training of the MVA. The receiver operating characteristic (ROC) curves are also used to

estimate the MVA performance. They show the relation between the signal selection ef-

ficiency of the classifier versus the background rejection. These curves were compared

between the training and the test samples, as well as the area under the curve (AUC), as

shown in Fig. 6.15. The good agreement between the ROC curves and the AUC values is

another indication that there was no over-training.

To decide on an optimal value for the cut on the classifier output, a figure of merit (FOM)

is used. It is defined as:

FOM “
Nsig

a

Nsig `Nbkg

, (6.7)

where Nsig is the number of signal events and Nbkg is the number of background events

that pass the cut. By calculating the FOM value for cuts on various values of the classifier,
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Variables Description
thrust, TZ, cos θpT q Thrust axis ~T is defined as the unit vector along which

the total projection of all the momenta of the particles
in the event is maximal [27]. The thrust is derived as:
T “

řN
i“1 |

~T ¨~pi|
řn

i“1 |~pi|
. cosθpT q is the cosine of the polar angle

component of the thrust axis and Tz is the z component of
the thrust axis.

B0 ´B4 The harmonic moments [94] with respect to the thrust axis,
from 0th to 4th order, where B` “

řN
i“1

pi?
s
P`pcosαiq

p˚miss, θpp
˚
missq, p

˚
miss z The total momentum of the detected particles in an event,

p˚miss and the θ and z projections, θpp˚missq, p
˚
miss z

R1, R3, R4 Reduced Fox-Wolfram moments of order 1, 3 and 4
M2

miss,M
2
miss{Emiss The missing mass squared, M2

miss and the ratio of the
missing mass squared and missing energy in the event,
M2

miss{Emiss
EFH , pFH , EBH , pBH The forward hemisphere (FH) energy, EFH , and backward

hemisphere (BH) energy, EBH , are defined as the total en-
ergy of the particles flying in the same and in the opposite
direction to the thrust axis, respectively. Similarly, the for-
ward and backward hemisphere momenta are defined as the
total momenta of the particles flying in the same and in the
opposite direction to the thrust axis.

Table 6.2: The list of the variables used in continuum suppression MVA and their descrip-
tions.
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(a) The thrust of the events. (b) The z-axis projection of
the thrust of the events.

(c) The θ direction of the
missing momentum in the
event.

(d) The missing momentum
of the event in the CMS
frame.

(e) The forward energy of the
event.

(f) The 0th order harmonic
moment w.r.t. the thrust axis.

(g) The 2nd order harmonic
moment w.r.t. the thrust axis.

(h) The 4th order harmonic
moment w.r.t. the thrust axis.

(i) The 1st order Fox-
Wolfram moment.

Figure 6.12: The distributions of variables used for continuum suppression MVA for elec-
trons. The data and MC comparison is shown. The distribution in the signal B Ñ Xu`ν
MC is shown additionally in red, with a 50 times increased yield.
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(a) The thrust of the events. (b) The z-axis projection of the
thrust of the events.

(c) The θ direction of the miss-
ing momentum in the event.

(d) The missing momentum of
the event in the CMS frame.

(e) The forward energy of the
event.

(f) The 0th order harmonic
moment w.r.t. the thrust axis.

(g) The 2nd order harmonic
moment w.r.t. the thrust axis.

(h) The 4th order harmonic
moment w.r.t. the thrust axis.

(i) The 1st order Fox-Wolfram
moment.

Figure 6.13: The distributions of variables used for continuum suppression MVA for
muons. The data and MC comparison is shown. The distribution in the signal B Ñ Xu`ν
MC is shown additionally in red, with a 50 times increased yield.
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Figure 6.14: The classifier output distributions for electrons (top) and muons (bottom). The
background distributions are shown in orange, while the signal distributions are shown in
blue. The distributions of the training samples are shown with filled histograms, while the
test sample distributions are shown with points with statistical error bars.

it was found that for both the muon and the electron sample the optimal classifier cut is

at 0.4. All the events that pass the cut of classifier ą 0.4 are kept for further analysis.

The efficiency of the selected cut was evaluated on the test sample. It was found that 88.0%

(87.5%) of signal electron (muon) events pass the cut. For the background, 74.5% (75.2%)

of events are rejected for the electron (muon) sample.

The agreement of the MVA classifier variable between data and MC is shown in Fig. 6.16.

The good agreement between data and MC assures that the introduction of the cut on MVA

classifier does not introduce any further discrepancies between data and MC.
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Figure 6.15: The ROC curve for the MVA background suppression training and testing
samples for electrons (left) and muons (right). The value of AUC is shown in the legend
for the train and test samples.

Figure 6.16: The comparison of MVA classifier variables in data and MC for electrons (left)
and muons (right).
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6.5 Cut flow

To verify the selection efficiency of the previously listed cuts for signal selection, a cut flow

analysis is performed. For each of the cuts explained in the previous sections, the signal

selection efficiency is calculated sequentially. For each of the selection requirements, the

signal selection efficiency is calculated as:

εpcutnq “
Nsignalpcutn, cutn´1, ..., cut1q

Nsignal

, (6.8)

where Nsignal is the number of signal events in MC before any cuts are applied, and

Nsignalpcutn, cutn´1, ..., cut1q is the number of signal events in MC that pass all the cuts

up to cut n. The results are summarized in Table 6.3. It is seen that the muon channel has

higher selection efficiency than the electron channel. The difference comes from the par-

ticle ID cut, where the muonID cut has slightly higher efficiency than the electronID

cut. This difference in the particle ID performance for electrons and muons is expected,

since at the moment the TOP and the SVD subdetectors are not used in the electron iden-

tification. This comes from a problem on the software side of data reconstruction and it is

expected to be rectified by the Belle II Physics Performance group in the near future. Also,

the electrons are affected by Bremsstrahlung, as they pass through the detector, they emit

radiation, which results in energy loss. Although corrections are introduced, as described in

Section 6.3.4, they cannot completely compensate for all the Bremsstrahlung effects. This

results in the p˚ cut for electrons having lower efficiency.
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Cut
Electron channel

efficiency [%]
Muon channel
efficiency [%]

dr ă 1.0 cm and |dz| ă 3.0 cm 99.7 99.9
pt ą 0.05 GeV 99.6 99.9
particle IDą 0.9 84.7 87.8
thetaInCDCAcceptance 84.5 87.7
1.0 ă p˚ ă 3.2 GeV 78.3 83.8
nGoodTracksą 3 76.5 81.8
nGoodClustersą 2 74.3 79.1
J{Ψ veto 74.3 79.1
nTracksą 4 72.4 77.1
4.0 ă EvisCMS ă 10.0 GeV 71.9 76.5
0.2967 ă p

missing
θ ă 2.705 rad 66.7 70.7

R2ă 0.5 66.1 70.0

Table 6.3: Cut flow table for signal selection efficiency. All the cuts are applied sequen-
tially. The percentage efficiencies are given for electron and muon channels. The statistical
uncertainty of the efficiencies is estimated to be 0.2%.

6.6 Data/MC comparison

The signal selection requirements described are applied to the data sample, the BB̄ MC

sample and the off-resonance sample. At this point, candidate ranking is also applied. Only

one candidate per event is allowed. The ranking is done based on the electronID (muonID)

variable for electron (muon) candidates. For each selected event, in the case of multiple po-

tential signal candidates, only the candidate with the highest particle ID probability is kept.

After all the signal selection criteria are applied, the agreement between data and MC is

checked. This is done to ensure that the on-resonance data is well represented by the com-

bination of BB̄ MC and the off-resonance data. The fit procedure, which is explained in

the next chapter, is optimized and verified using the BB̄ MC and the off-resonance data,

so it is crucial to ensure that they provide a good estimation of the on-resonance data.
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For this analysis we look at the lepton momentum in the center of mass frame between

1.0 and 3.0 GeV. The momentum region below 1.0 GeV is not of interest because it has

higher contribution of fakes, which are not well simulated in MC and the data/MC agree-

ment in that region is not indicative of the performance in the region of interest for this

analysis, which is mostly above 2.0 GeV. The electron and muon spectra for the full range,

r1.0, 3.0s GeV, are shown in Figs. 6.17 and 6.18.

Uncertainties due to MC statistics, as well as the systematic uncertainties, are indicated

with hatching on the MC histogram totals. The systematic uncertainties include the uncer-

tainties due to the PID efficiency and fake rate corrections, the b Ñ c branching fraction

uncertainties, b Ñ u branching fraction uncertainties, the hybrid model uncertainties and

the tracking uncertainty. The systematic uncertainties are further described in Chapter 8,

but first the fit to the momentum distributions and the signal extraction will be discussed in

Chapter 7.
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6.6 Data/MC comparison

Figure 6.17: The electron momentum in the center-of-mass frame in the region between
1.0 and 3.0 GeV. Appropriately scaled off-resonance data was used instead of continuum
MC.
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Figure 6.18: The muon momentum in the center-of-mass frame in the region between 1.0
and 3.0 GeV. Appropriately scaled off-resonance data was used instead of continuum MC.
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7
Fit to the momentum spectrum and signal

extraction

7.1 Fitting procedure

Knowing that the MC description of data is incomplete, a fit is needed to estimate the

model parameters to obtain the best agreement between data and MC. A binned fit to the

lepton momentum spectrum is performed, separately for the electron and the muon chan-

nel, to extract the signal B Ñ Xu`ν yield from the endpoint. The fit uses the MC and

off-resonance momentum distributions as templates. These templates are considered to be

the approximations of the probability density functions (PDF) describing various physics

processes. The fit was performed between 1.0 and 3.0 GeV of p˚` . Bins of 50 MeV are used

in the intervals [1.0, 2.1] GeV and [2.7, 3.0] GeV, while one wide bin was used between

2.1 and 2.7 GeV. The wide bin covers the lepton momentum endpoint and corresponds to

the momentum range used for extraction of the signal B Ñ Xu`ν yield for the branching
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7.1 Fitting procedure

fraction and |Vub| calculation. The use of the wide bin makes the fit less sensitive to the

theoretical modelling of the signal shape in the lepton momentum endpoint region.

The chosen fitting approach was inspired by the fit used in the BaBar analysis [13]. The

BaBar analysis used only the electron final states, while here the muons are included as

well. Various other fitting approaches were attempted by the author, but this approach pro-

vided the most stable fit. BaBar’s approach consists of two separate fits; a polynomial fit

was performed separately to estimate the off-resonance contribution, which was afterwards

subtracted from the on-resonance data. This subtracted dataset was then fitted using MC

templates. This fitting approach was attempted here as well, but did not perform well and

the fit had trouble converging. Different binning choices were also tested, e.g. where the

sideband between 1.5 and 2.0 GeV was fitted separately, as a control region, and the region

between 2.0 and 2.8 GeV was fitted in order to extract the signal yield, both using 50 MeV

bin widths. This approach proved unstable, where the yields would be heavily suppressed

in the control region and enhanced in the endpoint. Another approach with five fit templates

was tested: the signal template, the bÑ c template, the fakes template, theBB̄ background

template and the off-resonance template. This approach had issues because the BB̄ back-

ground template has a similar shape to the signal template, so the algorithm was not able

to distinguish these two shapes. It was also attempted to perform a fit where the systematic

uncertainties are included as nuisance parameters, but this proved to be too computation-

ally demanding and often the code would run into memory issues.

For the chosen fitting approach, the MC and off-resonance datasets are divided into tem-

plates as follows:

‚ bÑ u template: describes the signal B Ñ Xu`ν decays.

107



7.1 Fitting procedure

‚ bÑ c template: describes the B Ñ Xc`ν background processes.

‚ Background template: describes both the continuum backgrounds, as obtained from

the off-resonance data, as well as all the remaining backgrounds from BB̄ processes

and the mis-identified leptons (fakes). These processes were combined into one tem-

plate due to their similar shape in p˚` , otherwise the fitting algorithm would not be

able to distinguish between them and it would favour one process at the cost of the

others.

The number of expected events in bin i is given by the expression:

νexp
i “

ÿ

j

νjpji , (7.1)

where pji is the probability that an event from template j is found in bin i. In this analysis,

the fit has three yields:

νj “ pNbÑu, NbÑc, Nbackgroundq, (7.2)

and four discrete probability density functions:

pj “ ppbÑu, pbÑc, pbackgroundq. (7.3)

Additionally, the expected number of events in each bin i is described by a Poisson distri-

bution, Ppni|νiq, where ni is the number of observed events in bin i. In the case of the large

number of events, the Poisson distribution can be approximated by a Gaussian with mean

ni and the standard deviation
?
ni. The optimal set of model parameters that maximizes the

probability of seeing the observed data given the underlying model hypothesis is obtained
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7.2 Fit validation

by maximizing the likelihood function:

L “
ź

i

1
?

2πni
exp´

pni ´ νiq
2

2ni
. (7.4)

This equation can be maximized by finding the minimum set of parameters that minimize

the χ2 function:

χ2
“
ÿ

i

p
ni ´ νi
?
ni

q
2. (7.5)

This χ2 function can be generalized as:

χ2
“ p~n´ ~νqTC´1

p~n´ ~νq, (7.6)

where C is the covariance matrix that describes the correlations across the bins.

A χ2 template fit was performed using the BinFit package [96]. The BinFit pack-

age was developed for template fitting in the Belle and Belle II experiments. It uses the

Minuit[97] package for performing the minimization of the cost function.

7.2 Fit validation

Before applying the fit to data, some validation tests are performed to ensure that the fit

model is stable and unbiased. To simulate for statistical fluctuations, 2000 pseudo datasets

are generated by sampling from a Poisson distribution for each bin, while the expectation

values were set to the MC expectations. The fit was performed on each pseudo dataset. For
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7.2 Fit validation

(a) Signal yield (b) bÑ c yield (c) Background yield

(d) Signal yield (e) bÑ c yield (f) Background yield

Figure 7.1: Pull distributions for each of the fit yield parameters for electrons (top) and
muons (bottom). The mean and variance are obtained by fitting a Gaussian curve to the
distributions.

each resulting yield, the pull was calculated:

pull “
νfit ´ νexpected

σfit
ν

. (7.7)

For an unbiased fit, it is expected that the pull distribution is a Gaussian distribution centred

around zero, with a standard deviation of 1. Figure 7.1 shows the pull distribution for

each of the three yield parameters, for both electrons and muons. These distributions were

fitted with a Gaussian curve, with the results of that fit indicated in the figure. All the pull

distributions behave as expected, confirming that the fit is unbiased.

A linearity test was also performed. This is to check the correlation between the ex-
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7.2 Fit validation

(a) Electron channel (b) Muon channel

Figure 7.2: Linearity test results for the signal extraction for electrons (left) and muons
(right). A linear polynomial is fitted to the extracted yield parameters and results are shown.
The bottom panel shows the fit pulls, defined as the difference between the data and the fit
result divided by the fit uncertainty.

pected and extracted yields. For this purpose, pseudo datasets were generated by scaling

the expected signal yield from 0.5 to 2 times the nominal value. The extracted signal yields

were fitted with a linear polynomial to verify the linear dependence. The result is shown in

Fig. 7.2. The obtained fit has slope of 1 and it intercepts the y-axis at 0, which is consistent

with an unbiased fit.

To further verify the fitting procedure, a fit to so-called Asimov data was performed.

The Asimov dataset is a simulated dataset where the expected values perfectly agree with

the MC predictions. In the case of a correct fitting procedure, the fit to the Asimov data

exactly corresponds to the MC expectation. The results of the Asimov fit are shown in

Fig. 7.3. It can be seen that the fit result agrees with the Asimov dataset in each bin. Ad-

ditionally, the pull distribution is calculated, as shown in the bottom panel. The pulls are

calculated for each bin as the difference between the data and the fitted prediction divided
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7.3 Fit results

(a) Electron channel (b) Muon channel

Figure 7.3: Post-fit lepton momentum distribution for electrons (left) and muons (right) for
fits on Asimov dataset.

by the total error. It behaves as expected, having the value of zero for each bin.

7.3 Fit results

Finally, the above-described fitting procedure is applied on Belle II data. The data-MC

comparison is shown before the fit and after the fit in Fig. 7.4 for electrons and Fig. 7.5

for muons. The uncertainties shown represent only the statistical MC uncertainties, as the

fit procedure does not include any systematic uncertainties. Initially, there is a slight dis-

agreement between data and MC in the pre-fit distribution due to imperfect modelling and

reconstruction efficiencies in MC. The data and the fitted result show improved agreement,

as can be seen in the pull distribution, where bin-wise pulls do not exceed 5σ, accounting

only for the statistical uncertainty. The fitted yields are shown in Table 7.1.
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7.3 Fit results

(a) Electron channel ´ BLNP model (b) Electron channel ´ BLNP model

(c) Electron channel ´ DFN model (d) Electron channel ´ DFN model

Figure 7.4: Pre-fit and post-fit electron momentum distributions, for fits on the Belle II
dataset using the BLNP and DFN signal modelling. The bottom panel shows the fit pulls.

To calculate the partial branching fraction for B Ñ Xu`ν decay in the endpoint, the

signal yield from the wide bin is needed. The fit result contains the total yields, as well

as the bin-by-bin probabilities, as described in Eq. 7.1. From there, the number of signal

events in the wide bin can be obtained as:

νbÑu2.1ăp˚` ă2.7 GeV “ NbÑu ¨ p
bÑu
2.1ăp˚` ă2.7 GeV, (7.8)

where NbÑu is the total fitted signal yield and pbÑu
2.1ăp˚` ă2.7 GeV

is the fitted fraction of the
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7.3 Fit results

(a) Muon channel ´ BLNP model (b) Muon channel ´ BLNP model

(c) Muon channel ´ DFN model (d) Muon channel ´ DFN model

Figure 7.5: Pre-fit and post-fit muon momentum distributions, for fits on the Belle II dataset
using the BLNP and DFN signal modelling. The bottom panel shows the fit pulls.
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7.3 Fit results

Electrons BLNP model DFN model
Template fitted yield pre-fit yield fitted yield pre-fit yield
background 4236217˘ 12379 4907685 4230522˘ 12165 4907685
Xc`ν 16958618˘ 16418 16356704 16969793˘ 16111 16356704
Xu`ν 390602˘ 9592 387195 385125˘ 9252 394432
Muons BLNP model DFN model
Template fitted yield pre-fit yield fitted yield pre-fit yield
background 7476039˘ 13477 8117678 7470087˘ 13451 8117678
Xc`ν 18784501˘ 17985 17968689 18801716˘ 17802 17968689
Xu`ν 528336˘ 11200 420340 517046˘ 11058 428577

Table 7.1: The results of the fit showing the yields for different fitted yields. The pre-fit MC
yields are given for comparison. The quoted uncertainty is the fit uncertainty that contains
only the statistical uncertainty.

signal events that are found in the wide bin, with momentum 2.1 ă p˚` ă 2.7 GeV.

To minimize the bias of the analyst, the signal yield in the endpoint is blinded, as described

in Section 5.1.1. The statistical uncertainty of the endpoint signal yield is obtained from the

fit. It is estimated by setting the background and c`ν template values to 0 in the wide bin

and re-calculating the fit uncertainty of the signal yield. This procedure sets any correlation

between different templates to zero and gives a purely statistical uncertainty of the signal

yield in the wide bin. The statistical uncertainty of the signal yield in the wide bin is thus

found to be 0.1%. Further, the systematic uncertainties of the endpoint signal yield are

calculated, as described in the next chapter.
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8
Systematic Uncertainties

In this chapter the sources of systematic uncertainties are explained, as well as the esti-

mation of the systematic uncertainty of the endpoint signal yield. The signal yield in the

endpoint is obtained as the signal yield of the wide bin of the fit, as described in Chapter 7.

Since the aim of this analysis is to calculate the partial branching fraction in the endpoint

region, the systematic uncertainties for the signal yield are not estimated in the full momen-

tum range, but only in the endpoint, for the wide bin of the fit, between 2.1 and 2.7 GeV.

To estimate the systematic uncertainties, the fit was repeated with varied MC weights, ac-

cording to different systematic sources. The procedure was done separately for the electron

and the muon channel, as well as for BLNP and DFN signal modelling.

8.1 Particle ID and fake rates

The particle ID efficiency and fake rate corrections are provided by the Belle II Physics Per-

formance group, together with the correction uncertainties, as described in Section 6.3.5.
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8.2 Tracking efficiency

The systematic uncertainties from the particle ID and the fake rate corrections are sep-

arately evaluated. The procedure for obtaining these two systematic uncertainties is the

same. Fifty repeated fits are performed with PID weights varied within their uncertainties.

The weight variations are obtained through the PIDVar package [93]. The endpoint signal

yield is obtained from each of these 50 fit results. The systematic uncertainty is obtained as

the average difference between the nominal fit yield and the varied fit yields. For the elec-

tron channel, the obtained particle ID efficiency systematic is 8.6% (8.3%) and the fake

rate systematic is 0.22% (0.23%) for the BLNP (DFN) model. For the muon channel, the

obtained particle ID efficiency systematic is 5.27% (5.09%) and the fake rate systematic

is 0.72% (0.72%) for the BLNP (DFN) model. The particle ID efficiency systematic is the

dominant systematic uncertainty in both channels. The uncertainties on the particle ID effi-

ciency corrections are illustrated in Fig. 6.9. These uncertainties are expected to get smaller

as Belle II collects more data.

8.2 Tracking efficiency

The Belle II Physics Performance group provides the per-track uncertainty of 0.3% for the

tracking efficiency. In this analysis, only one track (the electron or the muon candidate) per

event is selected. For each channel, the fit is performed with the weight of p1` 0.003q and

with p1 ´ 0.003q to simulate for the tracking uncertainty. The systematic uncertainty was

estimated as the average difference between the nominal fit endpoint yield and the up and

down variations. The obtained systematic uncertainty is 0.25% for the electron channel and

0.32% for the muon channel, for the BLNP (DFN) model.
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8.3 B Ñ Xc`ν branching fraction uncertainties

8.3 B Ñ Xc`ν branching fraction uncertainties

In MC, the B Ñ Xc`ν decays are generated according to their PDG [8] averaged branch-

ing fractions. These are the averaged branching fractions obtained from the previous ex-

perimental measurements and they are provided with an uncertainty. Additionally, a dis-

crepancy in the measured values is present between the inclusive and exclusive measure-

ments. The branching fraction obtained from the inclusive measurements is higher than

the sum of the measured exclusive branching fraction. In MC, this gap is filled using the

B Ñ Dp˚qππ`ν, B Ñ D
p˚q
s K`ν and B Ñ Dp˚qη`ν decays. The B Ñ Dp˚qη`ν decays are

artificially added, since they have not been previously measured, and they are assigned a

100% uncertainty. All the branching fractions and their uncertainties are given in Table 8.1.

The fit is performed with the B Ñ Xc`ν weights varied up and down according to their

branching fraction uncertainties, for each final state separately. The systematic uncertainty

is obtained as the average difference between the nominal fit endpoint yield and the up and

down variations.

The values of the systematic uncertainties are given in Table 8.2 for the electron and muon

channels. The systematic uncertainty from the D˚˚`ν decays (where D˚˚ can be D˚0 , D1,

D11, Dp˚q2 ) are high due to the large uncertainties on their branching fractions. These sys-

tematic uncertainties can be decreased by having more precise measurements of these de-

cay channels. Also, better understanding of the discrepancy between the inclusive and ex-

clusive B Ñ Xc`ν branching fractions will eliminate the need for the artificially added

B Ñ Dp˚qη`ν decay channel with 100% assigned uncertainty.
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8.4 B Ñ Xu`ν branching fraction uncertainties

BpB Ñ Xc`νq Value B` Value B0

B Ñ D``ν` p2.5˘ 0.1q ˆ 10´2 p2.3˘ 0.1q ˆ 10´2

B Ñ D˚``ν` p5.4˘ 0.1q ˆ 10´2 p5.1˘ 0.1q ˆ 10´2

B Ñ D˚0 pÑ Dπq``ν` p4.2˘ 0.8q ˆ 10´3 p3.9˘ 0.7q ˆ 10´3

B Ñ D˚1 pÑ D˚πq``ν` p4.2˘ 0.8q ˆ 10´3 p3.9˘ 0.8q ˆ 10´3

B Ñ D1pÑ D˚πq``ν` p4.2˘ 0.3q ˆ 10´3 p3.9˘ 0.3q ˆ 10´3

B Ñ D˚2 pÑ D˚πq``ν` p1.2˘ 0.1q ˆ 10´3 p1.1˘ 0.1q ˆ 10´3

B Ñ D˚2 pÑ Dπq``ν` p1.8˘ 0.2q ˆ 10´3 p1.7˘ 0.2q ˆ 10´3

B Ñ D1pÑ Dππq``ν` p2.4˘ 1.0q ˆ 10´3 p2.3˘ 0.9q ˆ 10´3

B Ñ Dππ``ν` p0.6˘ 0.6q ˆ 10´3 p0.6˘ 0.6q ˆ 10´3

B Ñ D˚ππ``ν` p2.2˘ 1.0q ˆ 10´3 p2.0˘ 1.0q ˆ 10´3

B Ñ Dη``ν` p4.0˘ 4.0q ˆ 10´3 p4.0˘ 4.0q ˆ 10´3

B Ñ D˚η``ν` p4.0˘ 4.0q ˆ 10´3 p4.0˘ 4.0q ˆ 10´3

B Ñ Xc`
`ν` p10.8˘ 0.4q ˆ 10´2 p10.1˘ 0.4q ˆ 10´2

Table 8.1: Branching fractions forB Ñ Xc`ν background processes that were used. Values
are taken from [8].

8.4 B Ñ Xu`ν branching fraction uncertainties

The B Ñ Xu`ν branching fraction systematics are estimated in the same manner as the

B Ñ Xc`ν branching fraction systematics. The B Ñ Xu`ν branching fractions and their

uncertainties were already given in Table 5.3. The systematic uncertainties are given in

Table 8.2.

8.5 Hybrid modelling uncertainty

The systematic uncertainty due to the hybrid modelling is estimated as the difference be-

tween the BLNP and DFN models. The difference in the lepton momentum spectrum shape

between these two models is illustrated in Fig. 8.1. The systematic uncertainty value is ob-

tained as the difference between the nominal fitted endpoint yields with the DFN and the
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8.6 Uncertainty due to limited statistics of the MC sample

BLNP model. The value is shown in Table 8.2.

Figure 8.1: The comparison of BLNP and DFN non-resonant B Ñ Xu`ν models’ mo-
mentum distributions for electrons(left) and muons(right). The vertical axis is shown with
arbitrary scaling.

8.6 Uncertainty due to limited statistics of the MC sample

The MC sample was generated to correspond to the luminosity of 100 fb´1, as described in

Chapter 5. To compare the MC predictions to data, the MC sample needed to be reweighted

to match the data luminosity of 189 fb´1. This reweighting introduces a systematic uncer-

tainty that is dependent on the size of the MC sample. This systematic uncertainty was

estimated by performing repeated fits using 50 toy-MC samples. The original MC dataset

was resampled by selecting a random number of events within the Poissonian statistical un-

certainty of
?
N and allowing for replacement. The estimated systematic uncertainties for

electrons and muons, for the BLNP and the DFN signal modelling, are given in Table 8.2.

While a larger MC sample would reduce this uncertainty, it proved to be too computa-

tionally expensive to perform the whole analysis with the larger MC sample. Since this

systematic uncertainty is not a dominant one, it was decided to be more beneficial to keep
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8.7 Uncertainty due to limited statistics of the off-resonance sample

the smaller MC sample.

8.7 Uncertainty due to limited statistics of the off-resonance

sample

The recorded off-resonance sample is much smaller than the recorded on-resonance sam-

ple, with the luminosity of 18 fb´1. The off-resonance sample was reweighted to match the

on-resonance luminosity, as described in Section 6.3. The systematic uncertainty due to the

limited off-resonance sample statistics is estimated similarly to the MC statistics described

in the previous section. The off-resonance data was randomly resampled with replacement,

creating 50 new toy samples. The fit was repeated for each of the toy samples. The system-

atic uncertainty was estimated as the average difference between the nominal signal yield

in the endpoint and the toy yields. The estimated systematic uncertainties for electrons and

muons, for the BLNP and the DFN signal modelling, are given in Table 8.2.

8.8 Total systematic uncertainty on the signal yield

Looking at Table 8.2, it is evident that the largest contribution to the systematic uncertainty

comes from the PID efficiency, especially for electrons. This is due to the fact that the PID

at Belle II is not yet well optimized. The improvements to PID software are expected in the

near future. These improvements will fix the issue where some of the subdetectors (SVD

and TOP for electrons, SVD for muons) are not used for lepton identification. Also, at the

moment, some of the phase space regions have large PID correction uncertainties due to

the limited statistics of the data used in the calculation of these corrections.
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8.8 Total systematic uncertainty on the signal yield

BLNP DFN
Systematics source e´ µ´ e´ µ´

PID efficiency 8.6 4.1 8.3 3.9
PID fake rate 0.22 0.75 0.23 0.76
Tracking 0.25 0.32 0.25 0.32
Hybrid modelling 0.67 0.057 0.67 0.057
π0`´ν̄ BF 0.00029 0.0041 0.0014 0.0046
π``´ν̄ BF 6.8e-05 0.0082 0.0028 0.0093
ρ0`´ν̄ BF 0.0067 0.026 0.014 0.028
ρ``´ν̄ BF 0.014 0.051 0.027 0.055
η`´ν̄ BF 0.00027 0.0027 0.0017 0.0028
η1`´ν̄ BF 0.07 0.25 0.13 0.27
ω`´ν̄ BF 0.0072 0.027 0.014 0.029
X`
u `
´ν̄ BF 0.028 0.13 0.066 0.14

X0
u`
´ν̄ BF 0.031 0.13 0.063 0.14

D`ν BF 1.3 1.2 1.2 1.2
D˚`ν BF 3.6 3.2 3.6 3.2
D0

1 4.5 3.9 4.4 3.8
D`1 3.8 3.3 3.7 3.3
D˚0

0 2.4 2.1 2.3 2.1
D˚`0 2.1 1.8 2.0 1.8
D
10
1 2.5 2.1 2.4 2.1

D
1`
1 2.1 1.8 2.0 1.8

D˚0
2 1.5 1.3 1.4 1.3

D˚`2 1.4 1.2 1.4 1.2
D0η 4.8 4.3 4.7 4.2
D`η 4.8 3.3 4.7 4.3
D˚0η 4.5 3.9 4.4 4.8
D˚`η 4.5 4.0 4.4 4.0
Dππ 0.28 0.25 0.28 0.77
D˚ππ 2.2 1.9 2.2 1.9
DsK 0.33 0.28 0.32 0.28
D˚sK 0.43 0.37 0.42 0.36
MC statistics 0.33 1.3 0.4 1.4
Off-resonance statistics 0.14 0.48 0.14 0.46

Table 8.2: The systematic uncertainties from different sources, estimated for the electron
and the muon channel, for BLNP and DFN signal models. All the uncertainties are cited as
percent uncertainties.
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8.8 Total systematic uncertainty on the signal yield

Another significant source of systematic uncertainty comes from the D˚˚ decays, namely

B Ñ Dη`ν and B Ñ D˚η`ν, which have 100% branching fraction uncertainty. Theoret-

ical and experimental input is needed for better understanding of the discrepancy between

the inclusive and exclusive B Ñ Xc`ν branching fraction measurements.

The total signal yield relative systematic uncertainty in the region between 2.1 and 2.7 GeV

is 15.5% for the electron channel using the BLNP signal modelling and 15.1% using the

DFN signal modelling. For the muon channel, the relative systematic uncertainty is 11.9%

using the BLNP signal modelling and 12.4% using the DFN signal modelling. The next

chapter explains how the partial branching fraction and the |Vub| value are calculated, and

how these systematic uncertainties affect those measurements.
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9
Branching Fraction Calculation and Vub

matrix element extraction

9.1 Signal selection efficiency

In order to calculate the partial branching fraction from the measured signal yield, the

signal selection efficiency is needed. It can be estimated based on the MC simulation of

the signal decays. The signal selection efficiency is calculated separately for the two signal

models, for electrons and muons. The calculation is based on the true and reconstructed

MC information. The partial signal selection efficiency, for a given momentum range ∆p,

is found as:

εp∆pq “
N reco
u`ν p∆pq

N true
u`ν p∆pq

, (9.1)

where N reco
u`ν is the number of signal events in MC after all the selections are applied; N true

u`ν

is the number of signal events at the generator level, so-called true MC events.
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9.2 B Ñ Xu`ν partial branching fraction measurement

BLNP
Momentum range e´ µ´

r1.0´ 3.0s GeV 0.43510 ˘ 0.00024 0.47128 ˘ 0.00026
r2.1´ 2.7s GeV 0.5085˘ 0.0005 0.5469 ˘ 0.0005

DFN
Momentum range e´ µ´

r1.0´ 3.0s GeV 0.44317 ˘ 0.00025 0.47994 ˘ 0.00026
r2.1´ 2.7s GeV 0.5149 ˘ 0.0005 0.5528˘ 0.0005

Table 9.1: The signal selection efficiency over the full lepton momentum range and in the
momentum endpoint, given for the electron and muon channel, for BLNP and DFN signal
modelling. The quoted uncertainties are the MC statistical uncertainties.

The signal selection efficiency was calculated for each momentum bin used in the fit, for

the electron and muon channel, for both the BLNP and DFN signal models. The calculated

total efficiencies and the efficiencies for the endpoint wide bin are shown in Table 9.1.

Figure 9.1 shows how the efficiencies vary bin-by-bin. The uncertainties on the efficiency

are estimated by taking into account the MC statistical uncertainties.

9.2 B Ñ Xu`ν partial branching fraction measurement

The partial branching fraction (BF) of the B Ñ Xu`ν decay is calculated as:

∆Bp∆pq “ Nu`νp∆pq

2NBB̄εp∆pq
, (9.2)

where Nu`νp∆pq is the signal yield in the given momentum region, the NBB̄ is the number

of BB̄ pairs in the data sample, and the εp∆pq is the signal selection efficiency. The partial

branching fraction is calculated in the momentum region ∆p “ r2.1, 2.7sGeV. The number

of BB̄ pairs in the data sample, NBB̄, for the sample used for this analysis is measured by
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9.2 B Ñ Xu`ν partial branching fraction measurement

Figure 9.1: The signal selection efficiency shown for each bin of the fit. The horizontal
error bars indicate the bin width, while the vertical errors are calculated based on the MC
statistical uncertainties. The top row shows the electron channel, while the bottom row
shows the muon channel. The left hand plots are using the BLNP signal modelling, while
the right hand plots use the DFN signal modelling.
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9.2 B Ñ Xu`ν partial branching fraction measurement

the Belle II collaboration and it is estimated to be:

NBB̄ “ p198.0˘ 3.0pstat.`syst.qq ˆ 106. (9.3)

The factor of 2 in the denominator in Eq. 9.2 is used to account for the fact that each Υp4Sq

decay event has two B mesons, thus doubling the probability of observing the desired B

meson decay.

The calculation of the partial branching fraction is done separately for the electron and

muon final states. For both, the partial branching fraction is estimated based on the BLNP

and the DFN signal models. The signal yield, Nu`νp∆pq, is obtained from the fit result in

the wide momentum bin, as described in Chapter 7.

The result for the partial branching fraction is presented blinded in this thesis, as outlined

in Chapter 5. This was chosen in order to avoid showing an unofficial result before it has

passed all the stages of collaboration approval. The relative statistical and systematic un-

certainties are shown. These experimental uncertainties are presented in Table 9.2. The

uncertainties shown are the final ones, obtained using the Belle II data. While this does

not allow us to compare our result with the previous measurements, it is still possible to

estimate how competitive the result will be by comparing the uncertainties.

The estimation of the theoretical uncertainties based on the BLNP and DFN signal mod-

els is outside the scope of this thesis. This estimation requires input from the authors of

these theoretical models. Namely, the uncertainties coming from the shape function (SF)

(see Section 2.4.2) contribute to the total partial branching fraction uncertainty. The BaBar

publication [13] used the same theoretical models and estimated the theoretical uncertainty

contributions in the wide electron momentum bin, between 2.1 and 2.7 GeV. Given the use
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9.2 B Ñ Xu`ν partial branching fraction measurement

of the same models and the same lepton momentum range, it is expected that the theo-

retical uncertainties due to shape function modelling are the same for this analysis as for

the BaBar analysis. Here, those theoretical uncertainties quoted by BaBar are cited, with

the assumption that the theoretical uncertainties for the muon channel are the same as the

ones for the electron channel. The blinded partial branching fractions with the estimated

uncertainties are:

∆BpB Ñ XueνqBLNP model “ XXX ˘ 0.14%stat ˘ 15.5%syst ˘
`3.5
´3.1%SF, (9.4)

∆BpB Ñ XueνqDFN model “ XXX ˘ 0.13%stat ˘ 15.2%syst ˘
`2.7
´2.7%SF, (9.5)

∆BpB Ñ XuµνqBLNP model “ XXX ˘ 0.16%stat ˘ 12.0%syst ˘
`3.5
´3.1%SF, (9.6)

∆BpB Ñ XuµνqDFN model “ XXX ˘ 0.16%stat ˘ 12.5%syst ˘
`2.7
´2.7%SF. (9.7)

These values confirm that the partial branching fraction measurements in both the electron

and muon channel are limited by systematic uncertainty, as expected. As can be seen in

Table 9.2, the systematic uncertainties are dominated by the PID efficiency uncertainties,

especially in the electron channel. The next most significant source of systematics is the

uncertainty from the B Ñ D˚˚`ν branching fractions.

9.2.1 Comparison to previous measurements of the partial branching

fraction

The estimated relative uncertainties on the partial branching fraction are directly compa-

rable to the most recent BaBar result [13], which assessed the same region of the lepton

momentum, between 2.1 and 2.7 GeV. The total experimental uncertainty for the BaBar re-
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9.2 B Ñ Xu`ν partial branching fraction measurement

sult for electrons, using the DFN model, was 5.45%. This quoted uncertainty combines the

statistical and systematic uncertainty of the measurement. At the moment, our result, with

15.5% relative experimental uncertainty for the DFN model for electrons, is not directly

competitive with the BaBar result. The PID selection efficiency dominates the systematic

uncertainty. This PID systematic uncertainty is expected to decrease with the better under-

standing of the Belle II PID system. As Belle II gathers more data, the PID corrections will

become more precise, resulting in a lower PID uncertainty. The BaBar result cites the PID

systematic uncertainty at 0.5%. It is expected that, during its full operation, Belle II will

have similar PID systematic uncertainty.

For the BLNP model, the BaBar measurement quotes 5.54% relative experimental uncer-

tainty. Again, this value is much lower than our relative uncertainty for electron using the

BLNP signal model, which is at 15.2%. It should be emphasized that the quoted BaBar

results came 17 years and 9 years after that experiment commenced and concluded data-

taking, respectively. By this point, the BaBar experiment was at a mature stage, with the

detector systematics being well understood. In contrast, the Belle II experiment is currently

in a period of relative infancy.

The previously quoted BaBar measurement does not include muon final states; our result is

therefore unique among the B-factory measurements. Similar to the electron channel, the

muon channel relative uncertainties have a large contribution from the PID systematics.

Again, these values are expected to improve as Belle II gathers more data.

Direct comparisons to other measurements of the partial branching fraction are not possible

due to differences in the selected phase space region. The BaBar measurement [12] chose

a similar electron momentum region, between 2.0 and 2.6 GeV. In this region, their cited

statistical uncertainty is 7.2% and the systematic uncertainty is 11.3%. The dataset used
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BLNP DFN
Systematics source e´ µ´ e´ µ´

PID efficiency 8.6 4.1 8.3 3.9
PID fake rate 0.22 0.75 0.23 0.76
Tracking 0.25 0.32 0.25 0.32
Hybrid modelling 0.67 0.057 0.67 0.057
π0`´ν̄ BF 0.00029 0.0041 0.0014 0.0046
π``´ν̄ BF 6.8e-05 0.0082 0.0028 0.0093
ρ0`´ν̄ BF 0.0067 0.026 0.014 0.028
ρ``´ν̄ BF 0.014 0.051 0.027 0.055
η`´ν̄ BF 0.00027 0.0027 0.0017 0.0028
η1`´ν̄ BF 0.07 0.25 0.13 0.27
ω`´ν̄ BF 0.0072 0.027 0.014 0.029
X`
u `
´ν̄ BF 0.028 0.13 0.066 0.14

X0
u`
´ν̄ BF 0.031 0.13 0.063 0.14

D`ν BF 1.3 1.2 1.2 1.2
D˚`ν BF 3.6 3.2 3.6 3.2
D0

1`ν 4.5 3.9 4.4 3.8
D`1 `ν 3.8 3.3 3.7 3.3
D˚0

0 `ν 2.4 2.1 2.3 2.1
D˚`0 `ν 2.1 1.8 2.0 1.8
D
10
1 `ν 2.5 2.1 2.4 2.1

D
1`
1 `ν 2.1 1.8 2.0 1.8

D˚0
2 `ν 1.5 1.3 1.4 1.3

D˚`2 `ν 1.4 1.2 1.4 1.2
D0η`ν 4.8 4.3 4.7 4.2
D`η`ν 4.8 3.3 4.7 4.3
D˚0η`ν 4.5 3.9 4.4 4.8
D˚`η`ν 4.5 4.0 4.4 4.0
Dππ`ν 0.28 0.25 0.28 0.77
D˚ππ`ν 2.2 1.9 2.2 1.9
DsK`ν 0.33 0.28 0.32 0.28
D˚sK`ν 0.43 0.37 0.42 0.36
MC statistics 0.33 1.3 0.4 1.4
Off-resonance statistics 0.14 0.48 0.14 0.46
NBB̄ 1.5 1.5 1.5 1.5
εp∆pq 0.1 0.1 0.1 0.1
Statistics 0.1 0.13 0.08 0.13
Total 15.5 12.0 15.2 12.5

Table 9.2: The relative experimental uncertainties on the ∆BpB Ñ Xu`νq in the momen-
tum range r2.1, 2.7s GeV from different sources, estimated for the electron and the muon
channel, for BLNP and DFN signal models. All the uncertainties are cited as percent un-
certainties.



9.3 Extrapolation of the total branching fraction

for this measurement contains 88 ˆ 106BB̄ pairs from the early operation of the BaBar

experiment. This result has a large statistical uncertainty due to using a smaller dataset.

This result only includes the electron channel.

The BaBar result where the missing neutrino momentum was reconstructed [49], as sum-

marized in Chapter 3, quoted the partial branching fraction in the electron energy region

between 2.0 and 3.5 GeV. This result uses the same data set as the previously quoted mea-

surement [12]. The statistical uncertainty on the partial branching fraction is 9.3% and the

systematic uncertainty is 9.6%. The high statistical and systematic uncertainties are due to

the additional missing neutrino reconstruction.

The most recent tagged inclusive measurement from Belle [50] gives the partial branching

fraction in the lepton energy region above 1.0 GeV, utilizing the full data sample recorded

at Belle of 711 fb´1. This measurement includes the largest phase space region of all pre-

vious measurements. The statistical uncertainty is 7.2% and the systematic uncertainty is

11.3%. The tagged approach has low signal selection efficiency, leading to high statistical

uncertainty, as well as introducing additional systematics.

9.3 Extrapolation of the total branching fraction

From the measured partial branching fraction, it is possible to obtain the total branching

fraction of the B Ñ Xu`ν decay. If the partial branching fraction is measured in the mo-

mentum range ∆p, the total branching fraction is obtained as:

BpB Ñ Xu`νq “
∆Bp∆pq
fup∆pq

. (9.8)
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9.4 |Vub| calculation

Here, fup∆pq is the theoretically predicted fraction of leptons from the B Ñ Xu`ν decay

that have the momentum in the range ∆p. In this work, the values for fu are obtained from

the truth information of signal MC, as these MC samples were generated according to the

DFN and BLNP models:

fup∆pq “
Ngen
BÑXu`ν

p∆pq

Ngen
BÑXu`ν

, (9.9)

where Ngen
BÑXu`ν

is the total number of generated B Ñ Xu`ν events for the given model,

and Ngen
BÑXu`ν

p∆pq is the number of generated B Ñ Xu`ν events that have leptons with

momentum in the range of ∆p. Given that the partial branching fraction is blinded, the total

branching fraction will not be presented in this thesis.

9.4 |Vub| calculation

The value of the Vub CKM matrix element can be calculated, based on the measured partial

branching fraction. The |Vub| quantity is calculated as:

|Vub| “

d

∆Bp∆pq
τb∆ζp∆pq

. (9.10)

Here, τb “ p1.5673 ˘ 0.0029q ˆ 10´12 s [8] is the mean lifetime of the B0{B˘ mesons.

∆ζp∆pq is the theoretical prediction for partial decay rate normalized by |Vub|2:

∆ζp∆pq “ Γtheory ˆ
fup∆pq

|Vub|2
, (9.11)

where Γtheory is the total predicted decay rate and fup∆pq is the fraction of the predicted

decays that have the lepton momentum in the range ∆p, as given in Eq. 9.9. The |Vub|2 de-

nominator in Eq. 9.11 divides out the |Vub|2 factor intrinsic to the predicted value of Γtheory.
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9.4 |Vub| calculation

The necessary theoretical values for the partial and total branching fractions are provided

by De Fazio and Neubert [32] for the DFN model and by Bosh, Lange, Neubert and Paz [35]

for the BLNP model. Based on these models, the values for the predicted normalized par-

tial decay rate, ∆ζp∆pq, for the electron momentum range between 2.1 and 2.7 GeV, were

estimated by BaBar[13]. Those values are reused here.

The experimental uncertainties from the partial branching fraction measurement are prop-

agated to the |Vub| value. These experimental uncertainties are shown in Table 9.3. The

theoretical uncertainties consist of the shape function uncertainty and the model uncertain-

ties for ∆ζp∆pq. These are cited as estimated by the BaBar collaboration [13]. The blinded

|Vub| values quoted with the relative uncertainties are:

|Vub|BLNP model,∆BpBÑXueνq “ XXX ˘ 7.8%experiment ˘
`5.0
´4.5%SF ˘

`7.5
´6.1%theory, (9.12)

|Vub|DFN model,∆BpBÑXueνq “ XXX ˘ 7.6%experiment ˘
`7.7
´5.7%SF ˘

`4.5
´3.9%theory, (9.13)

|Vub|BLNP model,∆BpBÑXuµνq “ XXX ˘ 6.0%experiment ˘
`5.0
´4.5%SF ˘

`7.5
´6.1%theory, (9.14)

|Vub|DFN model,∆BpBÑXuµνq “ XXX ˘ 6.3%experiment ˘
`7.7
´5.7%SF ˘

`4.5
´3.9%theory. (9.15)

9.4.1 Comparison to previous |Vub| measurements

The estimated relative uncertainties of the |Vub| can be compared to the previous measure-

ments. The BaBar’s measurement [13] quotes the |Vub| values for the DFN and the BLNP

signal models. The |Vub| estimation using these two models has the same relative experi-

mental uncertainty of 2.8%. Similarly to the comparison of the partial branching fraction

precisions, the measurement described in this thesis is dominated by the PID systematic
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9.4 |Vub| calculation

BLNP DFN
Systematics source e´ µ´ e´ µ´

PID efficiency 4.3 2.1 4.2 2.0
PID fake rate 0.11 0.38 0.11 0.38
Tracking 0.13 0.16 0.13 0.16
Hybrid modelling 0.34 0.028 0.34 0.028
π0`´ν̄ BF 0.00014 0.0021 0.00069 0.0023
π``´ν̄ BF 3.4e-05 0.0041 0.0014 0.0047
ρ0`´ν̄ BF 0.0033 0.013 0.0069 0.014
ρ``´ν̄ BF 0.0072 0.025 0.014 0.028
η`´ν̄ BF 0.00013 0.0014 0.00083 0.0014
η1`´ν̄ BF 0.035 0.12 0.067 0.14
ω`´ν̄ BF 0.0036 0.013 0.0069 0.015
X`
u `
´ν̄ BF 0.014 0.065 0.033 0.072

X0
u`
´ν̄ BF 0.015 0.064 0.032 0.071

D`ν BF 0.64 0.6 0.61 0.58
D˚`ν BF 1.8 1.6 1.8 1.6
D0

1`ν 2.2 1.9 2.2 1.9
D`1 `ν 1.9 1.7 1.9 1.6
D˚0

0 `ν 1.2 1.1 1.2 1.0
D˚`0 `ν 1.0 0.92 1.0 0.91
D
10
1 `ν 1.2 1.1 1.2 1.1

D
1`
1 `ν 1.0 0.92 1.0 0.91

D˚0
2 `ν 0.73 0.64 0.71 0.63

D˚`2 `ν 0.69 0.61 0.68 0.6
D0η`ν 2.4 2.1 2.3 2.1
D`η`ν 2.4 1.7 2.3 2.2
D˚0η`ν 2.2 2.0 2.2 2.4
D˚`η`ν 2.2 2.0 2.2 2.0
Dππ`ν 0.14 0.13 0.14 0.38
D˚ππ`ν 1.1 0.97 1.1 0.97
DsK`ν 0.16 0.14 0.16 0.14
D˚sK`ν 0.21 0.18 0.21 0.18
MC statistics 0.17 0.66 0.2 0.68
Off-resonance statistics 0.072 0.24 0.072 0.23
NBB̄ 0.8 0.8 0.8 0.8
εp∆pq 0.05 0.05 0.05 0.05
Statistics 0.05 0.07 0.05 0.07
Total 7.8 6.0 7.6 6.3

Table 9.3: The experimental uncertainties on the |Vub| from different sources, estimated for
the electron and the muon channel, for BLNP and DFN signal models. All the uncertainties
are cited as percent uncertainties. 134



9.5 B Ñ X`ν cross-check

uncertainties. Once the understanding of that source of systematic uncertainty is improved,

it is expected that the Belle II measurement can be competitive with BaBar.

The BaBar measurement using the electron momentum region between 2.0 and 2.6 GeV

[12] quotes the total experimental relative uncertainty on |Vub| at 5.6%. The BaBar mea-

surement involving the missing neutrino reconstruction [49] quotes the relative experimen-

tal uncertainty of 6.6%. These measurements have slightly better precision than what is

obtained in this thesis.

9.5 B Ñ X`ν cross-check

To validate the analysis procedure before the unblinding of the B Ñ Xu`ν BF and |Vub|

value, the hadron-flavour agnostic B Ñ X`ν mode was used as a cross-check. The fitted

yield of the b Ñ u and b Ñ c templates was added together to obtain the total B Ñ X`ν

yield. Only the BLNP model for theB Ñ Xu`ν inclusive events was used for convenience.

Based on the total yield, the partial branching fraction was calculated for each bin of the

fit in the momentum region below the wide bin, between 1.0 and 2.1 GeV. The partial

branching fraction for each bin was calculated as:

∆Bp∆pq “ NbÑu `NbÑc

2εp∆pqNBB̄

. (9.16)

Here, εp∆pq denotes the selection efficiency for B Ñ X`ν events for a given momen-

tum bin. The results were obtained separately for the electron and muon final states. The

systematic uncertainty was not estimated for this cross-check. Only the fit uncertainty, cor-

responding to the statistical uncertainty, the NBB̄ and the selection efficiency uncertainties
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9.5 B Ñ X`ν cross-check

Figure 9.2: Partial BF as a function of the lepton momentum in the Υp4Sq rest frame for
inclusive B Ñ X`ν decays, for the electron (left) and muon (right) final states.

were estimated. The results for the partial branching fractions for each bin are given in

Fig. 9.2. The result of the partial branching fractions for the electron mode can be com-

pared to BaBar’s result [13], shown in Fig. 9.3. The BaBar result was obtained for the

wider momentum region, between 0.8 and 2.8 GeV. The results show good agreement in

the overlapping momentum region, with the values of the partial branching fraction and the

shapes of the curves agreeing well between the two results.

Based on the partial BF between 1.0 and 2.1 GeV, the totalB Ñ X`ν BF was estimated

using Eq. 9.8. The obtained results are:

BpXeνq “ p10.00˘ 0.23q% (9.17)

BpXµνq “ p10.13˘ 0.24q%. (9.18)
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9.6 Unblinding strategy

Figure 9.3: BaBar’s result [13] for the partial BF as a function of the electron momentum
in the Υp4Sq rest frame for inclusive B Ñ Xeν decays.

Again, the uncertainties contain the statistical uncertainty obtained from the fit, the MC

statistical uncertainty, the NBB̄ and the selection efficiency uncertainties. Given that the

values are cited without the systematic uncertainties, they are comparable to the average

B Ñ X`ν BF value from the PDG [8]:

BpX`νq “ p10.49˘ 0.20q% (PDG average). (9.19)

The agreement between the results of this cross check with the previous measurements

attests to the validity of the used analysis approach.

9.6 Unblinding strategy

Before the unblinding of the final B Ñ Xu`ν partial branching fraction and the |Vub|

value, the analysis needs to follow the Belle II collaboration’s unblinding guidelines, as

described in Section 5.1.1. The analysis has been presented to the Belle II Semileptonic

Working Group and has received conditional approval. The analysis has been documented
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9.6 Unblinding strategy

in an internal Belle II note. The next step is to present the analysis to the review committee,

consisting of three senior members of the Belle II collaboration. Since this analysis is

based on the MC14 campaign, it will be updated to the newer MC15 campaign that became

recently available, before presenting to the review committee. The results presented here

are based on 189 fb´1 of Belle II data. A larger dataset of 402 fb´1 on-resonance data is

now available. The analysis will be updated to include the full available dataset. The update

to the new MC sample and the full recorded dataset is expected to lower the statistical

and systematic uncertainties, especially the dominant PID systematic uncertainty. Once the

approval from the review committee is obtained, the results will be unblinded. The analysis

then proceeds to the collaboration-wide review, where all the collaboration members are

invited to provide their feedback and raise any concerns. Following the collaboration-wide

review, the result becomes official and can be presented to the public at conferences and

can be submitted for journal publication.
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10
Conclusion

In this thesis, the first measurement of the inclusive B Ñ Xu`ν partial branching fraction

with Belle II data was presented. The analysis utilized 189 fb´1 of Belle II data. An un-

tagged analysis approach was used, whereby the companion B meson in the event is not

reconstructed. This analysis approach enabled a high signal selection efficiency for the sig-

nal mode, which is suppressed in the Standard Model. The signal consisted of the charged

electrons and muons, as was described in Chapter 6. To minimize the effect of the domi-

nantB Ñ Xc`ν decay, the signal yield was extracted from the lepton momentum endpoint,

between 2.1 and 2.7 GeV. The continuum backgrounds were suppressed using a multivari-

ate training. The training was performed using the FastBDT model with 20 variables that

provide discrimination between BB̄ and continuum events.

A fitting algorithm was developed for the extraction of the signal yield. A binned fit

was used, where the MC and off-resonance data provided the fit templates. Two different

models were used to simulate the signal contributions, the BLNP and the DFN model. The
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fit was performed on the lepton momentum, between 1.0 and 3.0 GeV. The regions between

1.0 and 2.1 GeV and 2.7 and 3.0 GeV were divided into 50 MeV bins. The data in the end-

point, between 2.1 and 2.7 GeV, was combined into a single wide bin. The signal yield for

the partial branching fraction measurement was extracted from the wide endpoint bin. The

theoretical predictions for the B Ñ Xu`ν decay in the lepton momentum endpoint are less

reliable. Thus, by combining the data in the endpoint into a singe wide bin, the potential

impact of the theoretical modelling on the systematic uncertainty was minimized.

The systematic uncertainties on signal yield were estimated for various sources. The dom-

inant systematic uncertainty proved to be from the particle identification. As Belle II is

a young experiment, the particle identification is still being optimized. This leads to the

large particle identification uncertainties. These uncertainties are expected to decrease as

the Belle II experiment collects more data.

Uniquely, unlike the previous inclusive untagged measurements performed at Belle and

BaBar with electron channel only, this analysis is an inclusive untagged analysis that in-

cludes both electron and muon final states. The relative uncertainties on the partial branch-

ing fraction and the |Vub| values were presented for the electron and muon channel, sep-

arately for the BLNP and the DFN signal model. The estimated statistical uncertainty on

the partial branching fraction of 0.14% for electrons and 0.16% for muons is competitive

with the previous experiments. The systematic uncertainties on the partial branching frac-

tion (15.5% for electrons and 12.5% for muons, for the BLNP model) are larger than those

from the previous experiments due to the dominant particle identification uncertainty.

The analysis was presented blinded, as discussed in Chapter 5. The thesis demonstrated

that the signal selection procedure is well optimized, as verified by the presented cut flow

analysis (see Section 6.5). The fitting procedure was verified using the Asimov fits (see
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Section 7.2). The dominant sources of systematic uncertainties were identified and their

effect on the measurement was estimated (see Chapter 8). The branching fraction of the

flavour-agnosticB Ñ X`ν decay was estimated in order to validate the analysis procedure.

The result is in agreement with the current world average from the other measurements, as

presented in the PDG (see Section 9.2). This demonstrates that the analysis is stable and

ready for unblinding.

The next step in this analysis is to obtain the unblinding permission from the Belle II

collaboration. The analysis will be upgraded to use the more recent MC simulation and to

utilize the full Belle II on-resonance dataset of 402 fb´1. It is expected that this will lead to

the reduction of the systematic uncertainties coming from particle identification.

This analysis has been one of the first untagged analyses at the Belle II experiment.

It has contributed to the validation of the basf2 software for Belle II analyses. During

its course, along with other similar analyses, it demonstrated the need for better simula-

tion of the continuum events, as well as the need for the off-resonance data to replace the

inadequately simulated continuum. As it examined a broad lepton momentum region, it

demonstrated the need for more precise and uniform particle identification. These issues

are under investigation by the Belle II collaboration and are expected to be resolved in the

near future.

This analysis demonstrates the capability of the Belle II experiment to contribute to the

longstanding puzzle of tensions between the inclusive and exclusive |Vub| measurements.

Together with the exclusive semileptonic B Ñ Xu`ν analyses at Belle II, it will enable

better understanding of the previously seen discrepancies between the inclusive and ex-

clusive analysis approaches. With the planned dataset of 50 ab´1, the Belle II experiment
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is expected to improve the precision of the current Vub measurements. This improvement

will test the validity and consistency of the Standard Model and probe new frontiers in the

search for the origin of the CP violation in the universe.
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