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Abstract

In order to provide precision tests of the Standard Model and to enable searches for new
physics at the intensity frontier, the SuperKEKB asymmetric energy electron positron
collider, housing the Belle II detector, aims to reach an instantaneous luminosity of 6 ×
1035 cm−2s−1. An important tool for coping with the resulting high background levels is the
Neural Track Trigger (NTT). This first level track trigger, based on the wire information
from the Central Drift Chamber (CDC), makes use of a neural network to predict the origin
(“vertex”) of events along the beam (“z”) direction, rejecting tracks with a large displace-
ment. In previous running periods, it has been very successful in triggering particularly low
multiplicity events with a high efficiency while maintaining a low trigger rate. However,
during high luminosity runs before the Long Shutdown (LS1) in June 2022, the trigger rate
drastically increased due to excessive background, making an upgrade necessary to stay
within the rate limits of the data acquisition system.

This thesis studies how new trigger hardware and new software developments can be uti-
lized for optimizing the performance of the NTT, which at present is realized in a single
hidden layer neural architecture. As a first step, different deep neural network architectures
within the hardware restrictions are tested. Next, the number of input nodes is increased to
include more information from the CDC, thereby enhancing the z resolution. Using noise
suppression in the CDC wires and an enhanced track finding model, which has become
available recently, background and fake tracks are suppressed and the quality of the input
parameters is improved. Finally, an additional output node for classification is added. All
of this significantly improves both the single-track efficiency and the background rejection
rate, making the trigger stable even at the high background rates expected in the future.
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Chapter 1

Introduction

In order to challenge the Standard Model (SM) at the precision frontier, the SuperKEKB
asymmetric energy electron positron collider, housing the Belle II detector, aims to reach
an instantaneous luminosity of 6 × 1035 cm−2s−1 [1]. With background processes making
up a dominant share of events, a good trigger system is necessary for keeping the trigger
rate within the bounds given by the data acquisition system. The first level (L1) of this
trigger works on a FIFO (“first in first out”) pipeline that can only store data for 5 µs, so
it needs to be implemented on fast field-programmable gate arrays (FPGAs). This means
that there are not only strict time constraints, but also restrictions on computing power.
The CDC trigger uses track finding algorithms for making a trigger decision, with the aim
of a high efficiency especially for low multiplicity events, which are difficult to discriminate
from the background. From 2018 to 2020, this trigger relied on a Track Segment Finder
(TSF) and a track finder using a 2-dimensional Hough transformation (2DFinder). An
event was accepted, if two or more of those 2-dimensional tracks were found, not using any
information from the beam (“z”) axis. As the machine background causes tracks mainly
originating from the beam pipe, many uninteresting events were recorded, resulting in a
high trigger rate that saturated the data acquisition system. Therefore, a Neural Track
Trigger (NTT) was installed, where tracks found by the 2DFinder are combined with stereo
track segments and fed to a neural network [2]. The network provides an estimate for the
z-origin (“vertex”) of a track, so that tracks with large values of |z| can be rejected. Using
this concept, a minimum bias Single Track Trigger (STT) was installed, where a single
track with |z| < 15 cm and a momentum p > 0.7GeV is enough to make an unprescaled
trigger decision. Events with two or more 2D track candidates are also accepted, but at
least one neural track is required in addition.

This trigger was implemented until the Long Shutdown (LS1) in June 2022 and worked
very well, but there were still some problems. In the last running period before LS1, the
machine background increased drastically, leading to the STT taking up 50% of the total
trigger budget instead of the usual 20% [2]. When approaching the target luminosity, this
problem is expected to get even worse. Luckily, new FPGAs, the UT4 boards, allow for
the implementation of deeper neural networks and a number of other innovations, which
can improve the z prediction of the network.

The goal of this thesis is to study the impact of deep neural network architectures and
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improved input on the network performance and optimize the network while still keeping
it implementable into hardware. Chapter 2 gives a short theoretical motivation of the Belle
II experiment and events that require a high trigger efficiency are presented. In chapter 3,
an overview of the Belle II experiment is given, with a special focus on the Central Drift
Chamber (CDC). An introduction to the current CDC trigger is provided in chapter 4.
Here, the main focus is the neural network, as this is what most of this thesis is about.
Chapter 5 discusses the data that was used for training and evaluating the neural networks.
In chapter 6, the performance of the network installed before LS1 is evaluated using differ-
ent plots and quantities that are presented in this chapter and used throughout the thesis.
Chapter 7 investigates the effect of retraining a network on more noisy data and tests
different network architectures. The benefits of using expert networks and quantization
aware training are also evaluated. New approaches to improving the network input are
studied in chapter 8, including extended input, an ADC-cut and input from the 3DFinder
described in [3] and [4]. In chapter 9, some more ways to possibly optimize the network
performance are explored, most notably the introduction of a classification output node,
that can be used for triggering instead of the z-cut. In chapter 10, all modifications to
the original network are summarized, and the resulting performance is compared to the
previously installed network. Finally, chapter 11 gives a conclusion of the thesis and an
outlook on future developments.



Chapter 2

The Standard Model of Particle
Physics

While the Standard Model (SM) of particle physics is, along with general relativity, one of
the most successful and best-tested theories in physics, there are still some open questions
that it fails to answer. One example is the asymmetry of matter and antimatter in the
universe, which cannot be explained with SM processes. The SM also has no explanation
for dark matter and dark energy, which are necessary to explain the movement of galaxies
and the expansion of the universe. There is also strong evidence for neutrino mixing, which
requires a neutrino mass [5], and the anomalous magnetic moment of the muon shows a
discrepancy of more than 4σ from the standard model [6]. It is therefore important to
thoroughly study known deviations from the SM and find new ones.

Contrary to experiments like the Large Hadron Collider at CERN, which searches for
new physics at the energy frontier, the Belle II experiment is working on the intensity
frontier [7]. This means that SM parameters are measured with high precision using a high
luminosity collider in order to find small deviations from the theoretical predictions.

2.1 CKM-Matrix
In the SM, the charge conjugation symmetry (C) and the parity symmetry (P ) are maxi-
mally violated, as W bosons do not couple to right-handed quarks and C maps left-handed
fermion fields to right-handed anti-fermion fields [8]. However, in order to explain the asym-
metry between matter and antimatter in the universe, a combination of both, i.e. a CP
violation is needed [9]. This asymmetry is described by the Cabibbo-Kobayashi-Masakawa
(CKM) matrix [10].

The Lagrangian that characterizing the coupling of a W boson to quarks is given as [8]

Lq
W =

g√
2

[
VjkūLjγ

µdLkW
+
µ + V ∗

jkd̄Lkγ
µuLjW

−
µ

]
, (2.1)
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where Vjk are the elements of the unitary CKM matrix

V =

Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

 . (2.2)

An example for a process described by the Lagrangian in eq. (2.1) is given in fig. 2.1.

s

u

W−

Vus

Figure 2.1: Feynman diagram of a strange quark decaying to an up quark. The coupling
strength is proportional to the mixing matrix element Vus.

Using the unitary condition of VV† = 1, the matrix can be parametrized by the four
Wolfenstein parameters and written as [11]:

V =

 1 − 1
2
λ2 λ Aλ3(ρ − iη)

−λ 1 − 1
2
λ2 Aλ2

Aλ3(1 − ρ − iη) −Aλ2 1

+ O(λ4), (2.3)

where from experimental observations it is known that λ ≈ 0.22. There are now six
equations resulting from the unitarity condition, the most interesting one for the Belle II
experiment being [7]

VudV
∗
ub + VcdV

∗
cb + VtdV

∗
tb = 0. (2.4)

In the complex plane it can be represented as a triangle, as shown in fig. 2.2. The area of
the triangle is proportional to the strength of the CP violation.2.3. CKM matrix 15

ℜ

ℑ

(ρ,η)

VudV∗
ub

−VcdV∗
cb

= ρ+ iη

(1,0)

VtdV∗
tb

−VcdV∗
cb

= 1−ρ− iη

(0,0) VcdV∗
cb

−VcdV∗
cb

=−1

φ3

φ2

φ1

Figure 2.7.: Geometrically the unitarity condition eq. (2.7) can be represented as a
triangle in the complex plane. The sides are normalized by −VcdV∗

cb , so by
definition two corners of the triangle are fixed at (0,0) and (1,0).

parametrization (eq. (2.2)), the unitarity condition V †
CKMVCKM = 1 can be written up to

O(λ3) as
∣∣∣Vud

∣∣∣
2
+

∣∣∣Vcd

∣∣∣
2
+

∣∣∣Vtd

∣∣∣
2
= 1= (1−λ

2)+λ
2 +O(λ4) , (2.3)

∣∣∣Vus

∣∣∣
2
+

∣∣∣Vcs

∣∣∣
2
+

∣∣∣Vts

∣∣∣
2
= 1=λ

2 + (1−λ
2)+O(λ4) , (2.4)

∣∣∣Vub

∣∣∣
2
+

∣∣∣Vcb

∣∣∣
2
+

∣∣∣Vtb

∣∣∣
2
= 1= 1+O(λ4) , (2.5)

VudV∗
us +VcdV∗

cs +VtdV∗
ts = 0= (λ− 1

2
λ

3)+ (−λ+ 1
2
λ

3)+O(λ5) , (2.6)

VudV∗
ub +VcdV∗

cb +VtdV∗
tb = 0= Aλ

3(ρ+ iη)− Aλ
3 + Aλ

3(1−ρ− iη)+O(λ5) , (2.7)

VusV∗
ub +VcsV∗

cb +VtsV∗
tb = 0= Aλ

2 − Aλ
2 +O(λ4) . (2.8)

Six similar equations emerge from the condition VCKMV †
CKM = 1. Equations (2.3) to (2.5)

are normalization conditions, while eqs. (2.6) to (2.8) are orthogonality conditions
and constrain also the complex phase. Each of these conditions can be represented
geometrically as a triangle in the complex plane. Of special interest is eq. (2.7), which
contains three complex terms of order O(λ3) that have to cancel perfectly, as shown
in fig. 2.7. By convention the triangle is normalized such that one side is purely
real and has length 1. This fixes two corners of the triangle. The third corner2 can
be determined by measuring the three angles and the length of the remaining two
sides. Since the normalized triangle is fully defined by two parameters, this system is
overconstrained and provides an excellent test of the Kobayashi Maskawa theory: the
CKM Matrix is unitary only if the triangle closes.

2In the expansion up to O(λ3) the third corner corresponds to the Wolfenstein parameters (ρ,η). For
higher order expansions a correction factor appears.

Figure 2.2: Geometric representation of the unitarity triangle of the B meson system in
the complex plane [7]. The equation was divided by −VcdV

∗
cb, fixing two of the corners at

(0, 0) and (1, 0).

At the original Belle experiment, the CP asymmetry was measured, confirming the Koba-
yashi Masakawa theory and leading to a Nobel Prize in 2008 [12]. However, the effect



2.2 Rare Decays 5

is not strong enough to explain the asymmetry of matter and antimatter in the universe
[7]. The standard model also does not include any processes violating baryon number
conservation, which would be necessary to explain the complete absence of macroscopic
regions containing antimatter in the universe [7].

The Belle II experiment is therefore aiming to measure the unitarity triangle with a higher
precision in order to find deviations from the standard model. This is done by colliding
electrons and positrons at a center-of-mass energy of 10.58GeV, which is equivalent to the
mass of the Υ(4S) meson. This way, two B mesons can be created, either B0B̄0 or B+B−,
which can then be studied extensively.

As these processes usually have a high multiplicity, they are not the main focus of the track
trigger discussed in this thesis, but it is still important to ensure a high trigger efficiency
on these events.

2.2 Rare Decays
Apart from measuring parameters of the SM more precisely, the Belle II experiment is also
searching for rare processes not described by the SM. These include for example invisible
B decays, where one of the B mesons decays into an invisible final state, e.g. B0 → νν
[3]. As two B mesons are produced at a time, decays like this can be reconstructed using
the decay products of the other B meson. Belle II also has a large cross section for τ
pair production (compare table 3.1), so lepton number violations in decays like τ → ``` or
τ → µγ may be observed [3]. Collisions at Belle II could also produce dark photons A′,
that couple to the electromagnetic force. They can be observed either by missing energy
or by decays into SM particles with a displaced vertex [13].

Many of those rare decays have a low multiplicity, so it is very important to trigger with
a high efficiency when only few tracks are available.
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Chapter 3

The Belle II Experiment

The asymmetric electron-positron collider KEKB was operated in Tsukuba, Japan, from
1998 to 2010, achieving a world record instantaneous luminosity of 2.11 × 1034 cm−2s−1

[14]. With high statistic measurements on B mesons, the Belle experiment has proven
the CP-violation in the quark sector as predicted by Kobayashi and Maskawa [1] [10]. In
order to reach even higher luminosities to challenge the Standard Model, the collider was
replaced with a new SuperKEKB, while Belle was upgraded to Belle II.

3.1 SuperKEKB
SuperKEKB was built inside the original tunnel of KEKB, with a circumference of 3 km.
A sketch of the accelerator structure can be seen in fig. 3.1. A linear accelerator (LINAC)
is used to accelerate the positrons to 4.0GeV and the electrons to 7.0GeV. The electrons
are then injected into the high-energy ring (HER), the positrons into the low-energy ring
(LER). At the interaction point (IP), both beams cross each other with an angle of 83mrad
after having been focused by superconducting quadrupole magnets.

3.1. SuperKEKB 27

HER

e−

LER

e+

e− e+

e+ / e−

IP

Figure 3.1.: Schematic of the SuperKEKB storage ring structure, with the low energy
ring (LER), the high energy ring (HER) and the injection tunnel lea-
ding to the linear accelerator. The electrons and positrons collide at the
interaction point (IP).

energies of the electron and positron beams. This allows to directly relate the distance
∆z between the decay vertices to the decay time difference ∆t, which is required for
the measurement of time dependent CP violation:

∆t = ∆z
cβγ

.

The boost depends on the energies of the electrons and positrons and on the crossing
angle between the beams. For a head-on collision, the boost would be given by

β= EHER −ELER

EHER +ELER
.

Since the electrons and positrons collide at a finite crossing angle, the actual boost
is slightly larger. Table 3.1 shows the beam energies and the resulting boost for
SuperKEKB and its predecessor KEKB. Compared to KEKB, the boost is reduced by a

Table 3.1.: Comparison of the beam energies and the resulting boost at KEKB [32]
and SuperKEKB [33].

parameter KEKB SuperKEKB

e+/e− energy 3.5 GeV / 8.0 GeV 4.0 GeV / 7.0 GeV
crossing angle 22 mrad 83 mrad
boost βγ 0.425 0.287

Figure 3.1: Schematic overview of the SuperKEKB accelerator [7]. The electrons and
positrons are first accelerated in LINAC, then stored in HER (electrons) and LER
(positrons).
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As previously mentioned, the purpose of SuperKEKB is to surpass the luminosity of KEKB,
given by [7]

L =
N+N−fc
4πσxσy

, (3.1)

where N+/− are the particle numbers per beam, fc is the crossing frequency and σx/y

are the horizontal and vertical bunch sizes at the crossing point. About 2500 bunches of
both electrons and positrons are circulating in each storage ring, so that there is a collision
approximately every four nanoseconds [15]. The beam currents have design values of 3.60A
(positrons) and 2.60A (electrons). In order to decrease the beam sizes, a novel nano
beam scheme has been implemented [16], making a vertical beam size of only about 60 nm
possible [1]. Using those improvements, the original goal was an instantaneous luminosity
of 8 × 1035 cm−2s−1. This estimate has by now been corrected to 6 × 1035 cm−2s−1, which
still beats the original collider by a factor of 30 [2].

With the beam energies provided by LINAC, a center-of-mass energy equivalent to the
boosted Υ(4S) resonance of 10.58GeV is maintained. The asymmetry of the beam energies
causes a boost in the positive z direction, which is accounted for by an asymmetric detector
design. A list of expected physics processes, together with their cross sections and rates
at the original design luminosity can be seen in table 3.1. For making sure that all those
processes and possibly new physics events can be detected and properly reconstructed, a
general purpose particle detector is needed, which is described in the following section.

Physics process Cross section (nb) Rate (Hz)

Υ(4S) → BB̄ 1.2 960
Hadron production from continuum 2.8 2200

µ+µ− 0.8 640
τ+τ− 0.8 640

Bhabha (θlab ≥ 17◦) 44 3501

γγ(θlab ≥ 17◦) 2.4 191

2γ processes θlab ≥ 17◦, pt ≥ 0.1GeV/c) ∼ 80 ∼ 15000

Total ∼ 130 ∼ 20000

Table 3.1: Expected event rates at the original design luminosity of 8 × 1035 cm−2s−1 [1].

3.2 Belle II Detector
Figure 3.2 shows a schematic overview of the detector. In the coordinate system used
throughout this thesis, the z-axis is the symmetry axis of the detector, also defining the
direction of the solenoidal magnetic field, with the origin at the interaction point. The
polar angle θ of a track is measured from the positive z-axis and has an acceptance range
from about 17◦ to 150◦, accounting for asymmetry created by the boost. The azimuth
angle φ is measured from the x-axis and has a full 360◦ acceptance range.

1Rates of already well studies processes are pre-scaled by a factor of 1/100.
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VXD

CDC

PID

ECL

solenoid
KLM

e−
7 GeV

e+
4 GeV

θ

ϕ

x

IP

y

z

Figure 3.3.: Overview of the Belle II detector [40], with the vertex detector (VXD), the
central drift chamber (CDC), the particle identification system (PID), the
electromagnetic calorimeter (ECL), the solenoid, the KL and µ detector
(KLM) and a schematic of the Belle II coordinate system.

3.2.2. The vertex detector

The vertex detector (VXD) is the innermost subdetector, directly surrounding the inter-
action point. It is part of the tracking system and measures the trajectory of charged
particles close to the interaction point with maximal precision. By extrapolation and
matching of the tracks, the decay vertices of short-lived particles can be determined
with an accuracy of about 50µm [34]. As explained in section 2.4.3, this is essential to
measure time dependent CP violation. For comparison, the average distance between
the two B meson decay vertices is about 130µm [34].

The vertex detector is designed completely new for Belle II. It consists of two layers
of pixel detectors (PXD), followed by four layers of silicon strip detectors (SVD). The
PXD layers are located at radii of 14 mm and 22 mm, while the four SVD layers are
located between 38 mm and 140 mm from the z-axis. In contrast, the vertex detector
in Belle consisted only of a three layer silicon strip detector, with the innermost layer
at 30 mm [41]. The addition of the new pixel detector is possible because of the nano

Figure 3.2: Overview of the Belle II detector including the coordinate system [17].

The innermost subdetector is a vertex detector (VXD), which consists of a pixel detector
(PXD) and a silicon strip detector (SVD). The PXD is equipped with in total 8×106 pixels
and can provide very precise vertex position measurements using DEPFET (DEPleted Field
Effect Transistor) technology [1]. In the future it may be possible to use it for identifying
slow pions that do not leave the VXD [18]. The SVD consists of four layers of double-sided
silicon strip detectors [1] and, together with the PXD, makes a spatial resolution of 15 µm
possible.

The VXD is followed by the Central Drift Chamber(CDC), the main tracking detector of
Belle II [7]. Since this is the subdetector used for the trigger that is the subject of this
thesis, it will be described in more detail in section 3.3.

Outside the CDC there is a particle identification system (PID), which again includes two
different subdetectors. The barrel region is covered with a Time-Of-Propagation (TOP)
counter, and the forward end cap with an Aerogel Ring-Imaging Cherenkov (ARICH)
detector [1]. Both use Cherenkov radiation for measuring the velocity of a particle. Using
the momentum measurements from the tracking detectors, the mass and thus the identity
of a particle can be determined.

An electromagnetic calorimeter (ECL) is then used for energy measurements and for iden-
tifying electrons and photons [1]. Electromagnetic particles that reach the ECL produce
showers of e+e− pairs in the scintillating CsI(TI) crystals and photons and electrons usually
fully deposit their energy in the ECL.

The next element is a solenoid that creates a homogeneous magnetic field of 1.5T in the
positive z direction.

Particles that pass the ECL are mainly KL and muons, which are then detected by the
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KLM in its alternating layers of iron plates and active detector elements [7].

3.3 Central Drift Chamber

The Central Drift Chamber (CDC) stretches from an inner radius of 16 cm to an outer
radius of 113 cm. There are in total 14,336 sense wires and 42,240 field wires inside the
CDC, so that every sense wire is surrounded by eight field wires, as shown in fig. 3.3. It
is filled with a gas mixture of 50% helium and 50% ethane [1]. Charged particles ionize
the gas, leaving free electrons along their track. An electric field is created by the field
wires, so that the free electrons drift to the sense wires with an almost constant velocity
of 40 µmns−1 [7]. Therefore, the drift time can be used for calculating the distance of the
particle track from the sense wire, with a spatial resolution of about 100 µm.

3.2. The Belle II detector 33

sense wire
field wire

drift circle

r

ϕ

Figure 3.4.: A drift cell of the CDC is formed of one sense wire and eight field wires.
The cells of adjacent layers are shifted with respect to each other. Charged
particles ionize the gas and the free electrons drift towards the sense wire.
The drift time restricts the hit position to a circle around the sense wire.

carefully chosen such that the drift velocity of the electrons is almost constant, with a
nominal value of 40µmns−1. Therefore, the timing of the hit signal is approximately
proportional to the distance between the particle trajectory and the sense wire. The
readout of the timing is digitized to 1 ns for the data acquisition and 2 ns for the track
trigger. Including the drift times, the spatial resolution of the CDC is 100µm [37],
whereas the distance between wires is about 2 cm.

In total, there are 56 layers of sense wires, which are arranged in 9 so-called
superlayers. Within one superlayer, all layers have the same number of wires and the
same wire orientation, which can be either axial or stereo. Axial wires are oriented
parallel to the z-axis, so a hit on an axial wire provides coordinates in the transverse
plane, while the longitudinal coordinate is completely unknown. Stereo wires are
skewed with respect to the z-axis by shifting the azimuthal wire position at the
forward endplate with respect to the position at the backward endplate. The different
wire orientation is illustrated in fig. 3.5. By combining axial and stereo hits, a
three dimensional trajectory can be reconstructed. Figure 3.6 shows the superlayer
configuration with the corresponding wire numbers and stereo angles. Axial and stereo
superlayers alternate, as well as the sign of the stereo angle. All superlayers contain
6 layers, except for the innermost superlayer, which contains 8 layers of smaller drift
cells to cope with the higher background level. To reduce the occupancy, the cell size
in the innermost superlayer is only 1 cm.

There are different counting schemes for the sense wires: by superlayer, layer within
superlayer and wire within layer; by layer and wire within layer; or by a continuous
ID. In any case, the counting within a layer starts at ϕ= 0° at the backward endplate,
where the readout electronics is located.

The CDC covers a polar angle range of 17° to 150°. However, in fig. 3.5 it can be
seen that for very flat polar angles, particles do not pass all layers. A particle reaches

Figure 3.3: Illustration of a particle passing through the CDC [7]. Gas particles are ionized
and free electrons drift towards the sense wires due to the electric field created by the field
wires.

The wires are arranged in 56 layers, which are again organized into nine so-called superlay-
ers, in which all layers have the same number of wires. Every layer in the first superlayer
has 160 wires, while the number of wires grows to 384 in the last layers [1]. The superlayers
alternate in orientation between axial and stereo superlayers, with the first and last one
being axial superlayers. Axial layers are parallel to the z-axis and therefore do not provide
any information on the z coordinate. This is where the stereo layers come into play. They
are slightly skewed, meaning that the azimuth angle φ is not constant over the length of
the wire (see fig. 3.4).

The homogeneous magnetic field generated by the solenoid outside the ECL plays an impor-
tant role in the CDC. Using the Lorentz force, it causes a curvature of all charged particles
passing through the detector. The corresponding transverse momentum pT can be calcu-
lated from the two-dimensional radius by equating the Lorentz force and the centripetal
force:
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Figure 3.5.: Inner boundary of the CDC and example layers. Top: axial layer with
wires parallel to the z-axis (every 10th wire shown). Bottom: stereo layer
with skewed wires (every 9th wire shown).
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Figure 3.5.: Inner boundary of the CDC and example layers. Top: axial layer with
wires parallel to the z-axis (every 10th wire shown). Bottom: stereo layer
with skewed wires (every 9th wire shown).

Figure 3.4: Schematic illustration of axial wires, which are parallel to the z-axis, and stereo
wires, which are slightly skewed [7].

| ~FL| = | ~Fc|

q |~v × ~B| = m · v
2

r
q pTB

m
=

p2
T

mr
⇒ pT = q rB

(3.2)

Particles with a momentum of about 254MeV/c have a radius of 56.5 cm, so they will only
travel 113 cm from the beam pipe and not leave the CDC. Therefore, these particles will
not be found by the ECL trigger, but with missing hits in the outer superlayers the CDC
trigger will also become less precise.



12 3. The Belle II Experiment



Chapter 4

The CDC Trigger at Belle II

4.1 Expected Background
Apart from the physical events presented in chapter 3, there is a dominating share of
background events that do not originate from the IP. The task of the Neural Track Trigger
(NTT) is to reject those events. They arise in the following ways: [19]

• Touschek effect: This happens when particles interact inside a bunch, exchanging
some transverse momentum. Subsequently, both particles will leave the design orbit
and eventually hit the beam pipe, causing a shower that can be detected if it is close
enough to the interaction region.

• Beam-gas scattering: While in principle the inside of the beam pipe is highly
evacuated, there will always be some residual gas particles with which the electrons
and positrons can scatter, leading to tracks coming from outside the interaction point.

• Synchrotron radiation: The acceleration of the charged beam particles causes
synchrotron photons with relatively low energies that can lead to ionization of gas
particles in the CDC.

• Luminosity background: In QED events like Bhabha or two-photon processes,
low energy electrons can be created and hit the beam pipe, causing particle showers
near the interaction point.

• Injection background: In order to keep the beam current constant, there need to
be regular injections of new particles into the beam bunches. During the first tens
of milliseconds, they are subject to betatron oscillations around the original beam
orbit. The strong magnetic fields in the interaction region may then deflect those
particles into the detector.

• Random noise: Next to actual particles crashing into the detector, there are also
some electronic artifacts, most notably the electronic cross-talk. This happens when
a wire is activated and some signal is leaking within the preamplifier electronics to a
different wire. Those events can contaminate the signal and lead to fake tracks.
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4.2 Trigger System
The trigger system at Belle II consists of four first-level subtriggers that pass events in a
deadtime-free pipeline to the Global Decision Logic (GDL). This has to happen within 5 µs,
because the amount of data that can be stored by the data acquisition system is limited.
Such fast calculations have to be executed directly on hardware, on field-programmable
gate array (FPGA) boards. In the next step, the selected events are forwarded to the high
level trigger (HLT) with a maximum rate of 30 kHz, where they are fully reconstructed,
selected based on physics criteria and saved to permanent storage.

The first-level triggers include the CDC trigger, the ECL trigger, the TOP trigger, and
the KLM trigger [20]. In the TOP trigger, precise timing information from the TOP
subdetector is used to identify particles. The KLM trigger is used for identifying muon
events and helps with detector calibrations. However, the main trigger decisions are made
by the ECL trigger and the CDC trigger. The electromagnetic calorimeter provides total
energy and cluster count information, allowing the ECL trigger to detect events with high
energy deposition and multi-hadronic events. It can also identify Bhabha events, which due
to their large cross section need to be heavily prescaled by the GDL in order to maintain
a low overall trigger rate.

This thesis will only deal with the CDC trigger, which uses an artificial neural network
to predict the origin of particle tracks and accept those that come from the IP. This
approach provides high efficiency predominantly for low-multiplicity events that are not
easily detected by the ECL trigger.

Before a reasonably sized neural network can be applied, the input from the 14,336 sense
wires in the CDC has to be reduced to the relevant information. In order to do this, the
signal from the front end electronics (FEE) is first organized into so-called track segments
by the track segment finder. Aligning track segments are then combined into track can-
didates by the 2DFinder and the parameters are fed to the neural network. The latency
for the neural network is currently only 300 ns, making deep networks with more than one
hidden layer difficult to implement.

CDC FEE TSF 2DFinder Neural
Network GDL

KLM TOP

ECL

HLT

Figure 4.1: Data pipeline for the CDC trigger.

4.3 Track Segment Finder
The first step in reducing the input to a reasonable size is a track segment finder (TSF).
Its task is to find track segments like the ones in fig. 4.2. In the first superlayer, the three
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innermost layers are not used due to high background levels, resulting in a pyramid shape
(see fig. 4.2, left side). Track segments in all following superlayers have an hourglass shape,
where the last layer is excluded (see fig. 4.2, right side). The green colored cells are the
three possible priority wires, with the innermost one being the first choice. If it is missed,
one of the two wires behind it will be selected. In case both of the secondary priority wires
are hit, the lowest drift time acts as a tie-breaker.4.1. The track trigger 45
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Figure 4.2.: Left: a track segment in the innermost superlayer consists of 15 wires in a
triangle configuration. The three innermost layers are not used because of
the high background level. Right: a track segment in the outer superlayers
consists of 11 wires in an hourglass shape configuration. The outermost
layer within each superlayer is not used. For each track segment three
priority wires are defined (1st priority, second priority Left and Right).

together with the priority timing. Note that the requirement for a track segment hit
guarantees that at least one of the priority wires is hit.

In addition to the timing, the track reconstruction modules receive a 2 bit left/right
state which denotes on which side of the wire the track passed. The left/right state
is determined from the hit pattern in the track segment and can be either left, right
or undecided. Undecided patterns include both realistic but ambiguous hit patterns,
where typically the track is very close to the wire, and unlikely hit patterns that can
only occur from the crossing of several tracks or background noise. Figure 4.3 shows
some examples of hit patterns and their respective left/right state.

The mapping from hit pattern to left/right state is determined from simulated tracks.
For each track segment hit, the hit pattern and the true left/right state are determined.
Then, for each pattern the number of hits with true left passage nL and the number

1st priority,
passage left

2nd priority left,
passage right

2nd priority right,
passage undecided

Figure 4.3.: Examples of track segment hits with different priority ID and left/right
state. The priority cell is shown in green.

Figure 4.2: Schematic representation of track segments in different superlayers [7].

In order to find the track segments, the TSF uses Lookup Tables (LUT) with possible
wire patterns and compares those with the hits in the CDC. This is already a first step
to suppressing background, as random noise, indicated by the orange circles in fig. 4.3, is
not found in the first place. The LUTs also provide an estimate on whether the particle
passed left or right of the priority wire. Combined with the priority drift time, this allows
for a precise determination of the space point of the track passing the track segment. In
the neural network, the drift time is then taken as positive or negative depending on the
left/right decision and set to zero if the direction cannot be determined (for example for a
symmetric hit pattern).In each SL: Wire hits are combined to Track Segments (TS)
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state which denotes on which side of the wire the track passed. The left/right state
is determined from the hit pattern in the track segment and can be either left, right
or undecided. Undecided patterns include both realistic but ambiguous hit patterns,
where typically the track is very close to the wire, and unlikely hit patterns that can
only occur from the crossing of several tracks or background noise. Figure 4.3 shows
some examples of hit patterns and their respective left/right state.

The mapping from hit pattern to left/right state is determined from simulated tracks.
For each track segment hit, the hit pattern and the true left/right state are determined.
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Institute for Information Processing Technologies (ITIV)

Integration into CDC Sub-Trigger System

9/15/20

Location in the Trigger system
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Figure 4.3: Example for found track segments in an event. The tracks appear as zigzag
lines because of the skew angle of the stereo superlayers.
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4.4 2DFinder
Now that there are candidates for where a particle might have passed through the detector,
they have to be combined into possible tracks. For this purpose, a Hough transformation
is used, first proposed in [21] in order to detect straight line segments in photographs of
bubble chambers. For now, only axial track segments are included that do not contain any
z information, as they are parallel to the z-axis.

The principle of a Hough transformation is that a point in geometrical space is transformed
to a line in parameter space, the Hough curve [7]. All lines in parameter space correspond-
ing to points on a line in geometrical space will then meet at the parameters of the original
line. This way, a line can be found by looking for a point in the Hough space that is
crossed by many Hough curves. As shown in [22], the Hough transform can be generalized
to arbitrary shapes. In the case of the 2DFinder, it is used for detecting curved trajectories
coming from the beam pipe.

Because only realistic physical tracks need to be found, a few assumptions can be made
in order to reduce fake tracks. As all tracks should originate from the interaction point, it
can be demanded that all tracks pass through the beam pipe, i.e. through (x, y) = (0, 0).
There is also a sufficiently homogeneous magnetic field in the CDC to assume every track
to be part of a circle. Therefore, for a given point, all possible curves through the IP and
said point can be translated into a parameter space of 1

r
and φ0 (see fig. 4.4). For the

radius the inverse is chosen in order to avoid high values for nearly straight lines.
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58 5. 2D Track Finding
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Figure 5.5.: Hough transformation of a circle. There are two crossing points, one for
positive and one for negative curvature. The positive curvature result
corresponds to a track going clockwise around the circle, the negative
curvature corresponds to a track going counterclockwise with opposite
starting direction ϕ0.
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Figure 5.6.: Outgoing tracks through a given point correspond to the part of the Hough
curve with rising slope.
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Figure 5.5.: Hough transformation of a circle. There are two crossing points, one for
positive and one for negative curvature. The positive curvature result
corresponds to a track going clockwise around the circle, the negative
curvature corresponds to a track going counterclockwise with opposite
starting direction ϕ0.
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Figure 5.6.: Outgoing tracks through a given point correspond to the part of the Hough
curve with rising slope.

Figure 4.4: Example for the transformation of one point in geometrical space to a slope
in parameter space. Every imaginary curve on the left corresponds to a point of the same
color on the right [7].

After repeating this process for every track segment, the curves for all points on a particle
trajectory will approximately intersect at the point where the parameters are equal to the
real track parameters. Due to the inherent inaccuracies, those intersections will not be
perfect, so both parameters are divided into grids. This is also necessary for making an
implementation into hardware possible. Grid cells that contain many curves, i.e. maxima
in the Hough space, are then passed on to the neural network as track candidates (see
fig. 4.5). The included track segments provide the input parameters for the axial layers,
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the corresponding stereo track segments are estimated in an additional step. A track is
only accepted if at least three of the four possible stereo track segments are found.60 5. 2D Track Finding

SL 0 SL 2 SL 4 SL 6 SL 8

ϕ0

1
r

Figure 5.7.: Left: Construction of the Hough matrix. The parameter space is covered
with a grid and the number of lines in each cell are counted. Lines from
the same superlayer are only counted once. Right: The Hough matrix as a
histogram. Cells above a given threshold are peak candidates.

a rising slope. The center of the cluster gives an approximation of the crossing point
and can be found by averaging the center coordinates of all cells in the cluster.

Note that the definition of a peak candidate is independent of the surrounding
cells. For example, for a peak threshold of four, a cell with lines from four different
superlayers is a peak candidate even if it is connected to a cell with five lines. This
allows to evaluate all cells in parallel to find peak candidates. To get only local
maxima it would be necessary to check not only direct connections, but also indirect
connections, like neighbors of neighbors. It turns out that the performance does not
improve enough to justify the additional complexity.

Figure 5.8.: Peak candidates are combined to a cluster if they are connected over a
cell edge or over the top right to bottom left corner. Left: The center cell is
connected to the six shaded cells. Right: Two clusters of peak candidates,
not connected to each other. The center of each cluster is marked with a
dot.

Figure 4.5: Binning and maximum search in the Hough space [7].

4.5 Neural Network
In the first two years of operation, the CDC trigger consisted only of the TSF and the
2DFinder. An event was triggered when the 2DFinder found two or more tracks in the rφ
plane, so no z information was used [2]. However, this was not enough, as many background
events produce tracks coming from the beam pipe. Accordingly, too much background was
triggered, as shown in fig. 4.6.
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 all nnHW tracks z [cm]Figure 1: Left: Distribution of the z-positions in centimeters of reconstructed tracks
from Belle II , over the entire z range. Right: same as left, but with higher resolution in
z around the IP. The events from e+e−collisions contribute only about 20% of all events.
The data is from the running in the year 2020, before the launch of the z-Trigger .

As for the Belle experiment[4], Belle II ’s trigger system has two “levels”: The first
level or “level 1” (L1 for short) is hard-wired and deadtime-free. It uses special fast
digital detector signals which are stored in a FIFO (“f irst in f irst out”) pipeline and
are subjected to selection algorithms implemented in “field-programmable gate arrays”
(FPGAs). The pipeline can hold the L1 data for 5 µs, which defines the maximum
latency allowed for the L1 algorithms. There are four major detector components of
the Belle II detector which contribute to the L1 trigger (see [1] for details). These are
the electromagnetic calorimeter (ECL), the central drift chamber (CDC), the K-long-
muon detector (KLM) and the time-of-propagation detector (TOP). The main L1 trigger
algorithms are executed with the ECL and CDC data, assisted by the KLM and TOP
systems. A positive L1 decision is taken by an OR of the main trigger processors.
Once an L1 trigger is asserted, the complete detector data of that corresponding bunch
crossing are read out. After kinematic reconstruction of the charged and “visible” neutral
particles in the final state, a high-level software trigger (HLT) makes the final decision
and the data of the accepted events is stored on permanent media for subsequent physics
analyses. One of the criteria applied by the HLT is to accept events only when the
majority of the charged particles come from the IP region, i.e. |z| < O(1 cm).

In Belle II , the L1 trigger for charged particles (“tracks”) is derived from the CDC.
In the first two years of data taking the L1 track trigger was requiring two or more
tracks in the rϕ plane, perpendicular to the z-direction of the colliding electron-positron
beams. However, this “2D” track trigger cannot distinguish between true annihilation
events (|z| small) and background tracks originating far from the IP (|z| large). Making
the L1 track trigger sensitive to charged particles which originate close to the IP, while

3

Figure 4.6: z-distribution of tracks found by the old 2D trigger in 2020[2].
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A natural approach for solving this problem is to apply track fitting algorithms using
information from the TSF and the 2DFinder in order to estimate the z position. However,
those iterative algorithms do not have a fixed execution time, making them difficult to
implement into hardware. When only the first order is used, the resolution is not sufficient
for significantly reducing the background [2].

However, there is another method that works much better. A neural network is a suitable
way for predicting the features of interest, like the z-vertex, for a track candidate. It can
flexibly learn an analytical function and parallelize the calculations, making it ideal for an
online trigger with strict time constraints.

For each of the nine superlayers, the network uses three input parameters, adding up to
a total of 27 input nodes. The drift time, including the left/right information, can be
taken directly from the TSF and scaled to values between −1 and 1. The remaining two
parameters are the azimuthal position of the wire relative to the crossing point in the
parameter space, φrel, and the crossing angle α. They have to be calculated using the
results of the 2DFinder.

The crossing angle α is the angle between the track and the radial direction at the location
of the priority wire, so it can be calculated using [3]

α = arcsin
(rwire

2r

)
. (4.1)

Here, r is the curve radius calculated by the 2DFinder, while rwire is the radial distance of
the priority wire from the vertex. As α is restricted to the range α ∈

[
−π

2
, π

2

]
, it can also

be scaled to values between −1 and 1.

The angle φrel is calculated by subtracting the intersection angle of the 2DFinder track
with the priority wire layer from the azimuth angle of the priority wire. For stereo layers,
φrel provides information on the z position of the hit [7]. Therefore, a combination of the
three parameters allows for an accurate calculation of the z value. An overview of all input
parameters can be seen in fig. 4.7.
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Figure 4.7: Illustration of the different input parameters and the neural network [7].
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The network that was implemented at the start of this thesis has 27 input nodes, one
hidden layer consisting of 81 nodes and two output nodes, which are used for predicting z
and the negative cosine of the polar angle θ. For numerical reasons, z is scaled to a range
of [−1, 1], meaning that only values with |z| ≤ 100 cm can be reached. Although bigger
values are possible in principle, this is not an issue because they will be rejected anyway.

The reason for the network having only one relatively small hidden layer is the strong
hardware constraint. Until now, the neural network calculation has to be done on a UT3
board in only 300 ns, so it is not possible to implement more than one hidden layer. The
aim of this thesis will be to explore how new hardware can be used to improve the neural
network performance. The network training was performed using PyTorch, embedded into
the repository found in [23]. For all layers, the activation function tanh x

2
was used, limiting

each node to values between −1 and 1. A full overview of the used hyperparameters is
shown in table 4.1. Other than the number of nodes, the hyperparameters were not changed
throughout this thesis.

Hyperparameter Value
Learning Rate 0.001

Batch Size 2048
Optimizer Adam

Number of Input Nodes 27
Number of Hidden Layers 1
Nodes per Hidden Layer 81
Number of Output Nodes 2

Activation Function tanh x
2

Loss Function MSELoss
Validation Split 0.2

Table 4.1: Hyperparameters used for the original training.

As mentioned in the previous section, a track that is passed on to the neural network has to
include at least three of the four possible stereo track segments. Tracks without any missing
stereo superlayers are typically more likely to come from the IP and give better network
predictions because no stereo information is missing (see left side of fig. 4.8). Otherwise,
the location of the missing superlayer is very important. When the outermost stereo track
segment is missing, the z distribution does not really suffer, but with the innermost stereo
superlayer missing, only about 53% of the tracks come from the IP. This is mainly caused
by many tracks having a displacement of more than 50 cm, so they only enter the detector
after the first stereo superlayer (see right side of fig. 4.8).

One strategy for increasing the network accuracy on tracks with missing stereo superlayers
is the use of so-called expert networks. Instead of only using a single neural network, five
networks with the same architecture are used. During training, every expert network is
only given tracks with the same configuration of missing stereo track segments. Expert 0
is only trained on tracks with the full stereo information. Experts 1, 2, 3 and 4 are used for
tracks missing the first, second, third or fourth stereo superlayer, respectively. In hardware,
all five networks are implemented, and each of them is used on the types of tracks it was
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Figure 4.8: Logarithmic distribution of z values for tracks without missing stereo super-
layers (expert 0) and for tracks missing the innermost stereo superlayer (expert 4). Expert
0 has over 70% tracks within 1 cm of the IP, while expert 4 only has about 53%.

trained on. For an analysis on the effectiveness of expert networks, see section 7.3.

The trigger was implemented in the beginning of the year 2021 and has been running
successfully until the Long Shutdown in June 2022 (LS1). Using the condition that
|zneuro| < 15 cm and a momentum cut of p > 0.7GeV, a minimum bias Single Track
Trigger (STT) was installed. This means that a single track in an event that fulfills the
condition is enough to activate the trigger, resulting in a high sensitivity to low multiplicity
events (see fig. 4.9). There is no prescaling necessary, as in case of too high trigger rates,
the z-cut can be reduced to reach a higher signal purity.

0 1 2 3 4 5 6
min pt [GeV]

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

bi
t e

ffi
ci

en
cy

→ µ+µ-γ
 2 tracks 
  2 tracks quasi back-to-back
  Single Track Trigger (STT)

 -e+e

Figure 13: E�ciency of STT in comparison to the two-track triggers for the reaction
e+e ! µ+µ ( ) .

last row in fig. 8). Another “irreducible” component comes from the fact that the tracks554

at larger z tend to have smaller polar emission angles in order to traverse su�cient SLs555

of the CDC. The e↵ect of the reduced z-resolution for larger values of z can be seen556

in fig. 14. In this z-correlation plot between reco and neuro tracks one observes “feed-557

down” of the real tracks with large z-values into the z-acceptance interval of the neuro558

tracks. These additional neuro tracks, increasing the L1 track trigger rate, are clearly559

visible in the horizontal acceptance band for neuro tracks at ± 15 cm. In addition, fake560

neural tracks are produced, mainly by an increasing rate of 2D input track candidates,561

formed largely by random background hits. These fake 2D tracks have a fair chance to562

be combined with stereo track segments also originating from background sources. Our563

ongoing studies to improve the z-resolution for the entire z region (±100 cm) with the564

aim to significantly reduce the feed-down and fake tracks e↵ects is the subject of the565

next section.566

22

0 1 2 3 4 5 6
min pt

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

bi
t e

ffi
ci

en
cy

→ µ+µ-γ
 2 tracks 
  2 tracks quasi back-to-back
  Single Track Trigger (STT)

-e+e

Figure 13: E�ciency of STT in comparison to the two-track triggers for the reaction
e+e ! µ+µ ( ) .

last row in fig. 8). Another “irreducible” component comes from the fact that the tracks554

at larger z tend to have smaller polar emission angles in order to traverse su�cient SLs555

of the CDC. The e↵ect of the reduced z-resolution for larger values of z can be seen556

in fig. 14. In this z-correlation plot between reco and neuro tracks one observes “feed-557

down” of the real tracks with large z-values into the z-acceptance interval of the neuro558

tracks. These additional neuro tracks, increasing the L1 track trigger rate, are clearly559

visible in the horizontal acceptance band for neuro tracks at ± 15 cm. In addition, fake560

neural tracks are produced, mainly by an increasing rate of 2D input track candidates,561

formed largely by random background hits. These fake 2D tracks have a fair chance to562

be combined with stereo track segments also originating from background sources. Our563

ongoing studies to improve the z-resolution for the entire z region (±100 cm) with the564

aim to significantly reduce the feed-down and fake tracks e↵ects is the subject of the565

next section.566

22

0 1 2 3 4 5 6
0

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

bi
t e

ffi
ci

en
cy

→ µ+µ-γ
2 tracks

  2 tracks quasi back-to-back
  Single Track Trigger (STT)

-e+e

Figure 13: E�ciency of STT in comparison to the two-track triggers for the reaction
e+e ! µ+µ ( ) .

last row in fig. 8). Another “irreducible” component comes from the fact that the tracks554

at larger z tend to have smaller polar emission angles in order to traverse su�cient SLs555

of the CDC. The e↵ect of the reduced z-resolution for larger values of z can be seen556

in fig. 14. In this z-correlation plot between reco and neuro tracks one observes “feed-557

down” of the real tracks with large z-values into the z-acceptance interval of the neuro558

tracks. These additional neuro tracks, increasing the L1 track trigger rate, are clearly559

visible in the horizontal acceptance band for neuro tracks at ± 15 cm. In addition, fake560

neural tracks are produced, mainly by an increasing rate of 2D input track candidates,561

formed largely by random background hits. These fake 2D tracks have a fair chance to562

be combined with stereo track segments also originating from background sources. Our563

ongoing studies to improve the z-resolution for the entire z region (±100 cm) with the564

aim to significantly reduce the feed-down and fake tracks e↵ects is the subject of the565

next section.566

22

Figure 14: Efficiency of STT in comparison to the two-track triggers for the reaction
e+e−→ µ+µ−(γ), as function of the smaller transverse momentum of the two tracks.

6 Ongoing Developments

We envisage several ways to stabilize the STT and the multi-track z-Trigger for future
running (clearly, we exclude the possibility to simply pre-scale the STT and lose physics).
Since new and more powerful custom-made trigger boards (“UT4”, equipped with Virtex
UltraScale 7 XCVU080/160 FPGAs) have become available to us recently for the z-
Trigger , more resources are now available to overcome the limitations of the presently
installed UT3 trigger boards. This means that the neural network architecture of the
z-Trigger , limited at the moment to one hidden layer with 81 nodes only, can now
be extended to a deep-learning network model, having typically three to four hidden
layers with O(100) nodes each. Furthermore, the track segment finders (aTSF and
sTFS, see fig. 6 above) will also provide information on all other wires within the TSs in
addition to the priority wire: This additional information consists of binary information
of the charge measured on the wires as well as the drift time , although with somewhat
reduced precision in the drift times (32 ns instead of 2 ns). Adding the information from
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Figure 4.9: Efficiency of the STT as a function of the transverse momentum compared to
two-track triggers [2].

In the past, where the maximum luminosity was 2.22 × 1034 cm−2s−1, the trigger worked
very well. Going towards the design luminosity of 6 × 1035 cm−2s−1 however, there are
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still some problems with the trigger, that will be addressed in this thesis. While the
efficiency is much better than the efficiency of two-track triggers (compare fig. 4.9), it
can be significantly improved by bigger network architectures and better preprocessing.
A more important concern is the background rejection. During Exp. 26, the data taking
period right before LS1, which is where the input data for this thesis came from (compare
chapter 5), there was a very high background in the CDC, leading to increased trigger
rates. The STT used around 50% of the total trigger budget instead of the usual 20% [2].
One main reason for this is the so-called ”Feed-Down” effect, depicted in fig. 4.10.
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Figure 15: Correlation of the z-impact between the fully reconstructed tracks and the
corresponding neuro tracks. The horizontal band between ± 15 cm marks the acceptance
region of the single track trigger. The “feed-down” effect into this band, mainly from
the z intervals ± 20 cm and ± 50 cm, is clearly visible. The data were taken in a short
run where the z-Triggerwas not enabled.

the additional wires within a TS, we expect better performance due to the additional
constraints. This entails, of course, to widen, possibly substantially, the input layer.

Most importantly, the input track candidates for the networks need to be made robust
against background. Presently the track finding is carried out by the 2DF module (see
Fig. 6), using Hough transforms in the space spanned by the azimuth angles ϕ and the
track curvature 1/r. For a valid 2D track candidate at least 4 out of the 5 axial layers are
required. To reduce the chance of track candidates formed by background TSs, we have
investigated [24] to use in addition the priority wires of the stereo TSs. In this scheme
the 2D Hough plane is enlarged to a three-dimensional Hough space, adding as a third
dimension the polar track angle θ. The enlarged Hough space has the advantage that
now all nine SLs (instead of only the 5 axial SLs at present) can be used for track finding,
making random noise much less likely. As a further advantage of the 3D Hough space
the track candidates are forced to come from IP, thus naturally suppressing tracks from
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Figure 4.10: Correlation of the reconstructed z value and the one predicted by the network.
Many of the tracks with high values of zreco are predicted within the acceptance band of
|z| < 15 cm, adding to the total trigger rate [2].

The performance of the network implemented until LS1 will be analyzed in more detail in
chapter 6.
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Chapter 5

Training Data

The first hurdle before training a neural network is gathering a large amount of input data
with a good balance between signal and background tracks. To ensure that the training
data matches the conditions in the detector as accurately as possible, we decided to not
use any Monte-Carlo simulations and stick to real data. The data used for all trainings
throughout this thesis comes from the so-called neuroskim. This is a rule within the
High Level Trigger (HLT) that every event triggered by the L1-Trigger is saved, as long
as it contains the full trigger information. While in general data taking only one bunch
cross is stored, 48 bunch crosses are stored for the neuroskim. Therefore, one event of
the neuroskim contains multiple tracks of which at least one was classified by the current
trigger to be signal. Naturally the dataset contains more signal tracks than background
tracks. In Exp. 26, which was used for training and evaluation in the following chapters,
around 70% of the tracks come from the vertex, so there is a notable bias (see fig. 5.1).
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Figure 5.1: z Distribution of neuroskim tracks in Exp. 26. The parameters, including the
z value, are taken from the reconstruction of the HLT. Those tracks are therefore called
reco tracks, while the neural network predictions are called neuro tracks.

In the training data, there is no parameter that labels a track as signal or background.
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Therefore, a sensible definition based on the z position is needed. As shown in fig. 5.2,
the peak of the signal tracks ends at 0.25 cm, so it would be reasonable to use this as a
separator between signal and background. Throughout this thesis however, signal tracks
are defined at tracks with |zreco| < 1 cm. While this may not be the optimal definition, it
will not have too much impact, because less than 2% of signal tracks have a distance of
more than 0.25 cm from the vertex.
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Figure 5.2: z Distribution of signal tracks.

When only displaying tracks with |zreco| > 1 cm, cutting away the signal peak (fig. 5.3),
one can take a closer look at the background distribution. Several peaks appear near the
positions of bigger structures inside the detector, like the focussing magnets. As the red
lines at the current position of the z-cut at ±15 cm indicate, much of the background
cannot be rejected with loose cuts, even with a perfect z prediction. Therefore, the aim
is drastically improving the resolution for vertex tracks in order to be able to define very
strict cuts and exclude many background tracks.

A distribution of − cos θ can be seen in fig. 5.4. This is the same prescaling that is applied in
the neural network input to keep the values between −1 and 1. Because of the acceptance
range of the CDC, that only covers angles from 17◦ to 150◦, there are relatively sharp
cuts at shallow angles. It should also be noted that due to the asymmetry of the beam
energies, there are more tracks with small angles than there are with large angles. A final
observation to be made is that tracks with shallow polar angles make up a lot of the total
data, so it is important to ensure a high efficiency on them.
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Figure 5.3: z Distribution of background tracks.
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Figure 5.4: Distribution of the negative cosine of the polar angle.
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Chapter 6

Evaluation of the Network
Implemented Before LS1

In the following some of the different plots that were used for evaluating neural network
performance throughout this thesis will be presented. They will be applied to the currently
used network and some possible areas of improvement will be highlighted.

6.1 Double Gaussian
Until recently, the main metric of evaluation was the double Gaussian. The difference
of the z-value predicted by the network, zneuro, and the z-value calculated during the
reconstruction, zreco, is plotted in a histogram and fitted with the sum of two Gaussian
functions. This function does not have a strict physical meaning, but it generally fits the
data with reasonable accuracy.
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Figure 6.1: Histogram of zneuro − zreco with double Gaussian fit.

The parameters most relevant for interpretation are the σ-values of both Gaussians. The
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core Gaussian indicates the peak accuracy of the network, but the wider one has more
significance in determining the range of z-cuts that can be applied without losing too
many signal tracks. Here the broader Gaussian is about 9.45 cm wide, so a z-cut of 15 cm
is reasonable, although 6.25% of signal tracks will be missed (see fig. 6.3).

6.2 z-Scatterplot
Another way of visually representing the output of a network is the z-scatterplot. Here,
zneuro is plotted over zreco, so the goal is to be as close as possible to a diagonal line.
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Figure 6.2: Correlation plot of zneuro and zreco.

The red lines at zneuro = ±15 cm indicate the z-cut that is currently used for triggering,
i.e. the acceptance interval. All tracks between the lines are accepted, all others rejected.
Around zreco = 0 cm, one can see that most but not all the signal tracks, defined as
tracks with |zreco| < 1 cm, are accepted by the trigger. The background tracks are usually
reasonably close to the diagonal line, but many tracks, especially between 50 cm and 75 cm
on both sides, are predicted to lie inside the acceptance interval. This is called the Feed-
Down-Effect, of Feed-Up on the side of negative values of zreco. It is mainly a result of the
strong bias towards the vertex in the input data, as discussed later in this chapter.

6.3 Efficiency and Rejection Rate
In order to be able to precisely quantify the performance of a network, two key values
were used. The efficiency is defined by the number of signal tracks that are accepted by a
given z-cut divided by the total number of signal tracks. The rejection can be calculated
as the number of background tracks rejected by the z-cut divided by the total amount of
background tracks. A visualization of this can be seen in fig. 6.3.
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(a) Reco Signal
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Figure 6.3: Visualization of the calculations for efficiency and rejection for a z-cut at
±15 cm.

As indicated before, the network does predict some background structures accurately (see
fig. 5.3), but more than half of the background is predicted to be inside the acceptance
interval. With a z-cut at ±15 cm, a rejection of around 41.3% can be achieved. Most
of the signal tracks are predicted to be relatively close to the vertex, but the tails are
unfortunately fairly stretched out, so that the efficiency for the same z-cut is only at
93.75%. Combining those two calculations leads to the red dot in fig. 6.4, and the whole
curve emerges when repeating the same procedure for different z-cuts. This will be the key
method of evaluation in the scope of this thesis.

One can also plot efficiency and rejection as a function of the z-cut, as seen in fig. 6.5.
Evidently there is a clear, almost linear correlation between the z-cut and the rejection
rate, so it is necessary to tighten the z-cut. However, as the signal prediction in fig. 6.3
already suggests, the efficiency drops rapidly when the z-cut is decreased, prohibiting
stricter z-cuts.
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Figure 6.4: Rejection over efficiency (ROE-curve). The red dot indicates efficiency and
rejection at a z-cut of ±15 cm (see text).
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Figure 6.5: Efficiency and rejection for different z-cuts.



Chapter 7

Retraining and Deep Neural
Networks

7.1 Retraining
As indicated in chapter 2, a key motivation for the improvement of the Neural Track Trigger
is the strong increase in background and noise during Exp. 26. However, this problem is
also an opportunity, as training on the noisy data leads to an overall improvement in
network performance.

This retrained network is already implemented and working. It will therefore be called
“NN24”, while the network from before LS1 will be called “NN22”. A detailed comparison
of both network is shown below.

Double Gaussian
While the double Gaussian of the newly trained network looks relatively similar to the old
one, a few things stand out: The new graph has a higher peak, meaning that more tracks
have a very high accuracy. In addition, the function is a little slimmer, which is reflected
in both σ values.

Efficiency and Rejection
When comparing rejection and efficiency between the two networks (fig. 7.2), two direct
results of the retraining can be seen. The efficiency is higher for all z-cuts with NN24,
because it is used to having to recognize signal tracks with high levels of background.
For example, with a z-cut at ±15 cm, NN22 has an efficiency of 93.75%, while NN24
finds 95.73% of signal tracks. Nevertheless, the rejection is slightly worse now, with a
decrease from 41.27% to 39.53%. This is a consequence of the used training data. While
old experiments contained relatively balanced amounts of signal and background tracks,
around 70% of the tracks come from the vertex in Exp. 26, which strengthens the bias of
the network towards the IP (see fig. 7.3). The reason for the changed ratio is that during
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(a) NN22
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(b) NN24
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Figure 7.1: Comparison of the double Gaussian to the old network.
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Figure 7.2: Comparison of efficiency and rejection rate for different z-cuts.
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Exp. 26 the very successful current neurotrigger was already installed, meaning that more
background tracks were rejected than in Exp. 20.

(a) Exp. 20
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Figure 7.3: In Exp. 20, less than half of the tracks originated from the vertex. This number
increased to about 70% in Exp. 26.

The curve in fig. 7.4 shows an observation that will be seen many times during this thesis:
For the final performance, the efficiency is much more important than the rejection rate.
It is nice to have a good rejection rate even for loose z-cuts, but the biggest impact on
rejection is the z-cut, which can only be tightened with sufficient efficiency. Therefore,
the performance of the new network is better, although the comparison of efficiency and
rejection for different z-cuts gave mixed results. For an efficiency of 95%, NN22 has a
rejection rate of 36.31%, while NN24 manages to reject 42.95% of background tracks.
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Figure 7.4: Performance comparison of the old and the retrained network.

7.2 Deep Neural Networks
As indicated in chapter 4, NN22 was kept rather simple with only one hidden layer due
to hardware constraints. During Long Shutdown 1, some of those constraints were lifted,
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allowing for more complex networks. The UT3 boards were replaced with faster and more
powerful UT4 boards, meaning that there are now more resources for the network. In
addition, the track finding can be done on the same board, increasing the latency for
neural computations. Calculations in a deep neural network can only be done sequentially,
one layer at a time, which is reflected in the necessary calculation time. Before LS1, this
restricted the network to one hidden layer. With the added latency, deep neural networks
with up to four hidden layers now seem possible.

Overview of Tested Network Architectures

Many different architectures have been tested in the scope of this thesis. According to some
interpretations of the Kolmogorov-Arnold representation theorem, every function can be
approximated to an arbitrary degree of accuracy by a neural network with one sufficiently
large hidden layer [24]. Thus, a neural network with one big hidden layer consisting of
800 nodes, i.e. an order of magnitude more than the currently installed networks, was
tested. Although the number of trainable parameters is quite similar to that of a deeper
and slimmer neural network, the performance is relatively disappointing (compare fig. 7.6).
The most likely explanation is the following: In the hardware, but also during training, the
floating-point accuracy is finite, so relevant information may be lost when adding up 800
values. Even on a smaller scale and with more hidden layers, there is a general tendency
that increasing the number of hidden nodes per layer beyond a certain point does not lead
to much better results. The number of hidden layers has a more favorable impact on the
results: With every additional layer, the performance is improved, though the effect is
strongest for two hidden layers and weakens when adding more.

Double Gaussian

In fig. 7.5, the z-resolutions of different network architectures were compared. As in the
previous sections, this is done by plotting a histogram of ∆z and fitting it with a double
Gaussian. One can then compare the widths of the core Gaussians (σ1) and the wide
Gaussians (σ2). To ensure that only the network architectures are considered, from now on
the newly trained network from section 7.1 will be used for comparison. While the double
Gaussian remained largely unaffected by mere retraining without a change in architecture,
the introduction of more hidden layers already makes the function slimmer by almost a
factor of two (see table 7.1). The peaks are also much higher and the tails end earlier,
promising a higher efficiency. As previously discussed, the network with one large (800
nodes) hidden layer does not perform much better than the current architecture, the double
Gaussian is only marginally slimmer. However, even the seemingly small step of going to
two hidden layers brings a noticeable improvement, with another small gain from the third
layer. Expanding the three hidden layer network to 300 nodes per hidden layer has a
very small positive impact at best, so for now the focus will be on fewer nodes per hidden
layer. Similar tendencies can be observed in the z-scatterplot. It should be noted that the
network with four hidden layers was trained without experts, explaining that the function
is worse than the one for three hidden layers. This decision will be justified in section 7.3
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(a) 81 Hidden Nodes in One Layer
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(b) 800 Hidden Nodes in One Layer
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(c) Two Hidden Layers with 100 Nodes Each
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(d) Three Hidden Layers with 100 Nodes
Each
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(e) Three Hidden Layers with 300 Nodes
Each
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(f) Four Hidden Layers with 100 Nodes Each
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Figure 7.5: Comparison of the double Gaussian with different network architectures.
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Network σ1 [cm] σ2 [cm]
NN24 1.92 8.19
1x800 1.86 8.08
2x100 1.24 6.42
3x100 1.09 5.68
3x300 1.02 5.82
4x100 1.17 6.11

Table 7.1: Parameters of the double Gaussians of different network architectures.

Efficiency and Rejection

The ROE curve confirms the general trends seen in the double Gaussian. The number
of hidden nodes per layer hardly affects the performance, but adding hidden layers does.
Contrary to the results of the double Gaussian however, the clear favorite according to the
ROE curve is the network with four hidden layers. This is also underlined by a comparison
of rejection rates at an efficiency of 95%, seen in table 7.2. Compared to NN24, the network
with four hidden layers and 100 nodes per hidden layer has a higher rejection rate by more
than 10 percentage point, going from 42.95% to 54.59%.
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Figure 7.6: ROE Curve for different network architectures.

Once again the performance evaluation for different z-cuts can be used for a better un-
derstanding of the strengths and weaknesses of the networks (see fig. 7.7). Both efficiency
and rejection rate improved when going from one to four hidden layers. When compared
to three hidden layers, the four hidden layer network also excels in both aspects. For
strict z-cuts under 8cm there seems to be a tendency towards weaker networks having a
higher rejection rate, indicating a stronger confinement of the Feed-Down to the vertex
with better networks.
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Network Rejection at 95% Efficiency
NN24 42.95%
1x800 43.37%
2x100 49.68%
3x100 52.15%
3x300 52.68%
4x100 54.59%

Table 7.2: Rejection rates of different networks for an efficiency of 95%.

(a) Efficiency and rejection for 4x100 and
the current architecture (NN24).
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(b) Efficiency and rejection for 4x100 and
3x100.
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Figure 7.7: The deep neural networks beat the current architecture in both efficiency and
rejection. The fourth hidden layer adds some efficiency, but the rejection rate is slightly
worse.

7.3 Experts
As discussed in chapter 4, the current network uses experts for different configurations of
missing stereo layers for optimizing the accuracy. Indeed, the double Gaussian of NN24 is
much wider when no experts are used: The core Gaussian goes from 1.92 cm to 2.37 cm,
the wide Gaussian from 8.19 cm to 8.98 cm (see fig. 7.8).

Experts are a good way to compensate missing information from the superlayers, but now
there are more complex structures, so a single expert is enough (see fig. 7.9). The slight
loss in accuracy and therefore efficiency is offset by the gain in rejection rate, leading
to a nearly equal performance with and without experts. Later studies have shown that
networks without experts even perform better than those with experts when going to four
hidden layers and using the new preprocessing discussed in chapter 8. Reasons may include
the smaller sets of training data for experts (see table 7.3) and the resulting decrease in
robustness to rare background tracks.

For the above reasons, all networks in the following chapters will have a single expert,
unless stated otherwise.
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(a) Current architecture with experts.
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(b) Same architecture without experts.
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Figure 7.8: Double Gaussian with and without experts.

Expert Size of Data Set
Expert 0 2443058
Expert 1 300174
Expert 2 101815
Expert 3 241796
Expert 4 133135

Total 3219978

Table 7.3: Size of the training data set for every expert.

(a) Efficiency and rejection for 3x100 hidden
nodes with and without experts.
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(b) ROE curve with and without experts.
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Figure 7.9: In the relevant region around 15 cm, the experts only lead to a minimal im-
provement.
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7.4 Quantization and Quantization Aware Training
As mentioned earlier, the biggest requirement for the network is the ability to implement
it on the available hardware. This includes not only the number and size of the hidden
layers, but also the bitwidth of the weights and biases. There are currently two steps for
limiting the network bitwidth. The first step is to restrict the weights to values between
−64 and 64. Next they are rounded to multiples of 1

2048
, so that in total every weight takes

up 18 bits. This quantization does not affect the network performance in any significant
way, as table 7.4 shows.

Quantization Efficiency Rejection
Full Bitwidth, No QAT 93.45% 58.16%
18 bits, No QAT 93.44% 58.19%
12 bits, No QAT 93.15% 58.57%
Full Bitwidth, QAT 93.34% 59.65%
18 bits, QAT 93.34% 59.69%
12 bits, QAT 93.20% 59.80%

Table 7.4: Efficiency and rejection for a z-cut at 10 cm for different quantizations and with
and without QAT. The evaluation was done on a network with 3x100 hidden nodes and
experts, because at the time this was considered the most promising network.

A much stricter quantization was also tested, where the weights are reduced to 12 bits.
Here, the weights are first restricted to values between −8 and 8, which does not make a
difference, as all weights are already in this interval. Then they are rounded to multiples
of 1

64
, so the resolution is decreased by a factor of 32. This does have an effect, but the

impact is still rather small (see table 7.4).

Regardless, it was studied whether the Quantization Aware Training (QAT) of PyTorch
could improve the performance, in particular the performance after quantization. Using
this module, the network is optimized to being implemented on hardware with a quantiza-
tion to 8 bits. While this is not the type of quantization that will be used on the FPGAs,
it was still tested in the hope that it would make the network more robust to limited
bitwidths. The effect on the efficiency does not really surpass the statistic uncertainty, but
surprisingly the rejection rate increases by more than one percentage point for all quanti-
zations. The reasons for this are not entirely clear, but as it helps the overall performance,
from now on all trainings will be done using QAT.
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Chapter 8

Improved Network Input

In the previous chapter it was shown that the quality of the neural network predictions can
be greatly improved with better training data and more hidden layers. However, the output
will always be bounded by what information the network receives. Different approaches to
passing better input data to the network will be discussed in the following chapter.

8.1 Extended Input
The most obvious change in trigger hardware after LS1 was the introduction of more
powerful FPGA boards, but there were also more subtle but important improvements.
One of them is the new ability to feed the drift times of all wires of a track segment into
the network, which was first investigated in [25]. The time resolution for those wires is
32 ns, compared to 2 ns for the priority wires. In every track segment there are eleven drift
times that are passed to the network in addition to the current three input parameters
per superlayer, so that there are now 126 instead of 27 input nodes. As there is now no
left/right information available, the drift time is always taken as positive and scaled to a
value between 0 and 1. If a wire is not hit, the value defaults to −1. The arrangement of
the wires in a track segment is always consistent, allowing spacial information about the
particle’s path to be extracted.

Double Gaussian and z-Scatterplot
As expected, the network gets a big boost in accuracy from the extended input, nicely
visible in the double Gaussian and the z-scatterplot. Both sigma values of the double
Gaussian are almost cut in half (see fig. 8.1).

The z-scatterplot undergoes equally significant changes (see fig. 8.2) There are much more
points near the desired diagonal line and the red line at the vertex is reduced to merely a
point. At first glance it may seem like the Feed-Down has weakened, but in fact it is now
merely focused to values of |zneuro| < 5 cm . While now only about 49% of background
tracks have |zneuro| < 15 cm, compared to 56% without extended input, the proportion of
tracks with |zneuro| < 5 cm increased from 23% to more than 25%.
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(a) Double Gaussian with Standard Input
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(b) Double Gaussian with Extended Input
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Figure 8.1: Comparison of the double Gaussians of networks with 4x100 hidden nodes with
standard and extended input. The differences in the scaling of the y-axis are caused by
the different amounts of tracks.

(a) z-Scatterplot with Standard Input
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(b) z-Scatterplot with Extended input
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Figure 8.2: Comparison of the z-scatterplots of networks with 4x100 hidden nodes with
standard and extended input. The solid lines indicate a z-cut at ±15 cm, the dashed lines
a z-cut at ±5 cm.
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Efficiency and Rejection
The impact of the z-scatterplot can be clearly seen in the efficiency and rejection (see
fig. 8.3a). Smaller deviations in the prediction of signal tracks cause a much better efficiency
that does not drop as quickly when lowering the z-cut. For loose z-cuts, the rejection also
improves, but the strong focus of the Feed-Down onto the vertex causes smaller gains for
stricter z-cuts. Nevertheless, the overall performance is very satisfactory, surpassing the
effect of deep learning (see fig. 8.3b). With an efficiency of 95%, the rejection rate goes
from 54.59% to 67.65%.

(a) Efficiency and Rejection for Different z-
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Figure 8.3: Efficiency and rejection for standard and extended input (4x100 hidden nodes).

8.2 ADC-Cut
In order to reduce noise and thereby suppress fake and background tracks, an ADC-cut
can be used. The ADC-count is a measure of the charge deposition on a wire. It is
generally a good indicator of how reliable a hit is. Electronic cross-talk from nearby wires
or synchrotron photons, i.e., sources of background and noise, are the primary causes of
low counts. Ideally, the network would be directly provided with the ADC-count for every
wire in a track segment, but this is unfortunately not yet possible. However, an ADC-cut
can be installed before the TSF, so that every wire with an ADC-count below a certain
threshold is treated like a missed wire.

Figure 8.4 shows a distribution of ADC-counts for signal and background events. Values
over 300 are cut off, because in some events the ADC-count can reach very high values.
In the signal data, there is a clear peak around 50, which is caused by minimum ionizing
particles. The background strongly increases for values under 10 because of the earlier
discussed processes. Although the analyzed run contains around four times as much signal
as background, with an ADC-cut at 10 twice as many background wires as signal wires are
disregarded. In addition, signal tracks may also contain some electronic cross talk, so it can
be expected that by applying the cut hardly any relevant information is lost. Therefore,
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an ADC-cut at 10 will be used for the following studies.
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Figure 8.4: Histogram of ADC-counts for signal (orange) and background (blue). The
black line indicates a cut at an ADC-count at 10.

Efficiency and Rejection
Figure 8.5 shows the effects of the ADC-cut at 10 on efficiency and rejection.1 The most
notable change can naturally be seen in the rejection rate, which improves by about five
percentage points. There might even be some background tracks that are no longer found
by the 2DFinder, which would further increase the effective rejection rate if they made it
into the statistics. As previously noted, the efficiency also benefits from the cut, because
there is less noise distracting the network. Overall the ADC-cut results in a significant
performance boost, with the rejection rate at 95% efficiency increasing from 67.18% to
79.38%.

8.3 Deployment of a 3D Track Model
A further approach to improving the input of the neural network is to replace the 2DFinder
with a 3DFinder. This was first proposed in [3] and optimized in [4]. The basic idea is to
add the θ angle as a third dimension to the parameter space and use both axial and stereo
layers. An example of the resulting Hough space for a simulated single muon can be seen
in fig. 8.6

Using the 3DFinder has a number of advantages. While the 2DFinder only requires a track
to originate from the transverse vertex region (x, y) = (0, 0), without any knowledge of the
z component, the 3DFinder works with a vertex assumption of (x, y, z) = (0, 0, 0). With
this track model, it is expected that the number of found tracks strongly decreases with
larger values of |z| (fig. 8.7).

1The neural networks now only have 80 instead of 100 nodes per hidden layer. This will be justified in
section 9.1.
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(a) Efficiency and Rejection for Different z-
Cuts
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Figure 8.5: Efficiency and rejection with and without ADC-cut at 10 on identical networks
with 4x80 hidden nodes.

C. Kiesling, Realtime Workshop, Giessen, April 8-11, 2024 18

Simon Hiesl (MPI & LMU)

Hough Clustering in 3 Dimensions

Figure 8.6: Heatmaps of the Hough space for different θ-bins of a single muon particle gun
track [4].

Because it requires more information to find a track, the 3DFinder is also less susceptible
to finding fake tracks, i.e. tracks that only consist of noise and do not have a corresponding
reco track. The choice of Stereo Layers is also superior to the old mechanism, as they are
now directly integrated into the track finding.

Efficiency and Rejection
In the previous sections, performance was estimated using all tracks found by the 2DFinder.
Now only tracks found by the 3DFinder can be evaluated, meaning that some of the most
important effects of the new preprocessing are not represented. In order to accurately
evaluate the combined performance of the 3DFinder and the neural network, adding tracks
not found by the Hough finder to the amount of rejected tracks, unbiased input data
would be necessary. There is still a boost in efficiency though, because the use of more
track segments and a finer binning leads to more accurate track parameters, resulting in
better input for the neural network [4]. The rejection rate is slightly worse, which is likely
a result of background tracks far from the vertex being rejected by the 3DFinder and
not counting towards the rejection rate (see fig. 8.8a). Even ignoring those biases, the
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Figure 8.7: Found tracks for a distribution uniform in z within the interval [−100 cm,
100 cm]. Not all tracks are found by the reconstruction (blue curve), as shallow ones may
escape the CDC without hitting enough wires. The 3DFinder (red curve) finds more tracks
than the 2DFinder (green curve) near the interaction region, but much fewer further away
from the vertex [4].

network trained and evaluated on input from the 3DFinder performs a little better than
the previous one. (see fig. 8.8b). At an efficiency of 95%, the rejection rate goes up from
79.38% to 81.78% for a network with 4x80 hidden nodes.
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(a) Efficiency and Rejection for Different z-
Cuts

6 8 10 12 14 16
z-cut position [cm]

0.4

0.5

0.6

0.7

0.8

0.9

1.0

3DFinder Efficiency
2DFinder Efficiency
3DFinder Rejection Rate
2DFinder Rejection Rate

(b) ROE curve

0.90 0.92 0.94 0.96 0.98 1.00
Efficiency

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Re
je

ct
io

n

3DFinder
2DFinder
NN24

Figure 8.8: Efficiency and rejection with and without 3DFinder input.
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Chapter 9

Further Optimization

9.1 Number of Nodes
While the new UT4 units are much more powerful than the UT3s, there are still hardware
limits. It is therefore desirable not to make the neural networks bigger than necessary. In
section 7.2 it was already pointed out that the number of nodes per hidden layer does not
have a big impact on the performance, making it a good lever to minimize resource usage.
A comparison of networks with four hidden layers and between 40 and 100 nodes per hidden
layer can be seen in fig. 9.1. The smallest network with 40 nodes per hidden layer does
have a noticeably worse performance than the other ones, but 60 nodes already seem to be
enough (see fig. 9.1a and table 9.1). With more advanced preprocessing, i.e. an ADC-cut
removing background hits in the track segments and input to the network based on the
3D track model, the differences are even smaller, so there is no need to have more than 60
nodes in a 4-hidden layer network architecture(see fig. 9.1b). At efficiencies between 94%
and 98%, the network with 60 nodes per hidden layer even slightly outperforms the one
with 80 nodes, with the rejection rate at 95% efficiency increasing from 81.78% to 82.50%
(compare table 9.1). This architecture will thus be used for the remainder of this thesis.

(a) Only Extended Input (XI)

0.90 0.92 0.94 0.96 0.98 1.00
Efficiency

0.3

0.4

0.5

0.6

0.7

0.8

Re
je

ct
io

n

4x100
4x80
4x60
4x40

(b) XI with ADC-Cut and 3DFinder Input

0.90 0.92 0.94 0.96 0.98 1.00
Efficiency

0.5

0.6

0.7

0.8

0.9

Re
je

ct
io

n

4x80
4x60
4x40

Figure 9.1: Comparison of different amounts of nodes per hidden layer.
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Architecture Rejection with XI Rejection with XI, ADC-Cut and 3DF
4x40 61.39% 79.78%
4x60 65.74% 82.50%
4x80 67.18% 81.78%
4x100 67.65% not evaluated

Table 9.1: Comparison of the rejection rates at an efficiency of 95% for 4-hidden layer
network architectures. In the left column, networks are using extended input, but not yet
an ADC-cut or input from the 3DFinder (3DF). On the right side, networks with extended
input, an ADC-cut at 10 and 3DFinder input are evaluated.

9.2 Exploring Theta Experts and Direct Theta Input
Most of the potential of the 3DFinder has already been used in section 8.3, but there is
one more feature that has been ignored until now. Apart from the inverse momentum and
the azimuth angle φ, the 3DFinder also makes a prediction for the polar angle θ. While
it is much less accurate than the network’s final θ prediction (see fig. 9.2), there are still
some ways it could be used.
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Figure 9.2: θ Predictions of the 3DFinder (left) and the neural network (right).

Theta Experts
The first option considered is to use θ experts. While in section 7.3 it was demonstrated
that the network performance does not benefit from experts for missing stereo layers, θ
experts could still be viable. As θ is not a discrete quantity, the boundaries between the
experts can be chosen so that every expert has a sufficient amount of tracks for training.
This is the case for experts from 20◦ to 60◦, from 60◦ to 100◦, and from 100◦ to 140◦, where
the data sets have 1,127,948, 1,086,987, and 753,978 tracks, respectively.

Using those three experts, the performance is a bit worse that the one without experts (see
fig. 9.3). For an efficiency of 95%, the rejection rate decreases from 82.50% to 81.04%.
Again, the reasons for this are a matter of speculation. It seems that the problem with
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experts is not necessarily the smaller amount of input data, but rather the lack of variety
in it, making the whole concept possibly obsolete.
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Figure 9.3: Performance with and without theta experts using the same network architec-
ture.

Direct Theta Input
Another way to use the 3DFinder’s θ prediction is to pass it directly to the network
as an additional input node. This results in a promising increase in the rejection rate.
Unfortunately there is also a slight efficiency loss, especially in the region of strict z-cuts
below 6 cm, which will be the more important in the future. Therefore, the ROE curve lies
mostly below the one without direct θ input, only surpassing it for small efficiencies. At an
efficiency of 95%, the rejection drops slightly from 82.50% to 81.88%. The reason for this
can be found in fig. 9.2. The 3DFinder’s prediction is not bad, but the network has a much
higher accuracy in predicting θ, even without direct theta input. Adding information that
is already included in the input data does not lead to a better performance.
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Figure 9.4: Performance with and without direct theta input.
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9.3 Binary Input for Additional Drift Cells
As explained in section 8.1, the eleven additional inputs in each track segment are used
to pass the drift times of these wires to the neural network. This seems similar to the
priority wire, where the drift time has a big impact on spacial resolution. There is one
key difference however: There is no left-right-information available for the non-priority
wires. Therefore, the drift times only contain information about how far from the wire the
particle passed, but not on which side. Another problem is that the time resolution for
non-priority wires is limited from 2 ns to 32 ns. In order to evaluate the impact of drift
times in the extended input, a new type of input was defined. Here, a wire is assigned a
value of one if it was hit, i.e. exceeded the ADC-cut, and a value of zero if it was not hit.
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Figure 9.5: Comparison of binary input and drift time input.

The impact of this change can be seen in fig. 9.5. There is little difference between the two
input types, with the rejection rate at 95% efficiency increasing by only 0.04%, so there
is no advantage to using the drift times of non-priority wires. In addition, a binary input
is easier to implement in hardware, so it will be used for the further studies below.

9.4 Additional Classification Output Node

Motivation
Up to this point, the quality and quantity of the input and the architecture of the hidden
layers have been optimized. However, there are still two important issues to address, which
can be done by focusing on the network output.

The first one has existed from the beginning and has only become more severe with the
introduction of extended input: Many background tracks are still mapped to the vertex,
with a high peak around z = 0 cm (see fig. 9.6). Therefore, it is almost impossible to
increase the rejection rate beyond a certain point, even with z-cuts of less than 2 cm. The
next problem can be seen in the signal prediction. Due to the asymmetry of the detector,
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(a) Real Background
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Figure 9.6: Real Background distribution and background prediction by the current best
network with 4x100 hidden nodes, extended input, an ADC-cut at 10 and input from the
3DFinder.

the peak is not quite symmetric around z = 0 cm, raising the question of whether symmetric
z-cuts cause a bias.
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Figure 9.7: Signal prediction with z-cuts at z = ±5 cm. Of the 71,005 signal tracks rejected
by the cut, 44,157 have zneuro > 5 cm while only 26,848 have zneuro < −5 cm.

An obvious solution to the second problem would be to choose asymmetric z-cuts. For
example, the cuts could be made at about −4.1 cm and 5.9 cm, achieving the same efficiency
as with cuts at z = ±5 cm. Then the same number of signal tracks would be rejected on
both sides. The strong asymmetry of the middle peak in the background prediction causes
the rejection rate to increase from 77.1% to 77.9%, so the performance benefits from the
adjusted z-cuts. In the end, however, they are not necessary, because there is a more
elegant solution that mitigates both the Feed-Down and the asymmetry.
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(a) Signal
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(b) Background
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Figure 9.8: Signal and background prediction with asymmetric z-cuts.

Concept
So far the only goal of the neural network was to predict the z value as accurately as
possible, for background and for signal tracks. A background track correctly predicted at
2 cm will have a very good contribution to the loss function, although it is almost impossible
to reject with a z-cut. Even a prediction at z = 0 will not be too bad for the loss function
because of the small distance to the actual position. To change this, a third output node
can be introduced, which is 1 for signal and 0 for background tracks. As there is not yet
a clear label for signal and background tracks in the input data, the classifications of all
tracks with |z| < 1 cm were set to 1, while all others were set to 0, in accordance to the
definition used for the ROE curve. For a discussion on how accurate this definition is, refer
to chapter 5.

Performance Using z-Cut
Even before using the third output node for separating signal and background, the differ-
ent training leads to a better accuracy in background prediction. The real peaks in the
background are more clearly pronounced and the artificial peak at z = 0 cm is slimmer
(fig. 9.9). Therefore, a much higher rejection rate can be achieved, with a smaller but
relevant improvement of the efficiency for stricter z-cuts below 6 cm (fig. 9.10a). Conse-
quently, the new network has a higher performance than an identical network without a
classification node. For an efficiency of 95%, the rejection rate increases from 82.54% to
87.89%.

Performance Using Classification Cut
The network’s improved vertex prediction is already quite useful, but it really shines when
you start applying a classification cut. As shown in fig. 9.11, signal and background are very
neatly separated, making a wide range of cuts viable. For example, a cut at 0.5, indicated
by the red line, results in an efficiency of 97.88% and a rejection rate of 86.61%. A detailed
analysis of the performance for different cuts can be seen in fig. 9.12. For low efficiencies
the rejection rates are already better than using a z-Cut, but the biggest improvement can



9.4 Additional Classification Output Node 55

(a) Real Background
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(b) Background Prediction
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Figure 9.9: Real background distribution and background prediction by the network trained
with classification node.
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Figure 9.10: Performance with classification node and z-cut.

be observed for efficiencies over 98%, where the rejection rate stays remarkably stable.
Even with an efficiency of 99%, a rejection rate of more than 80% can be achieved (see
table 9.2).

Performance Using Combined Cuts
There are now two very effective cuts for classifying tracks into signal and output, so a
natural question is whether they can be combined. This can be done by requiring a track to
be accepted by either both cuts or at least one cut. The former is displayed in fig. 9.13. In
fig. 9.13a, for each of the new curves a relatively loose z-cut was chosen. On the remaining
data, different classification cuts were applied, and the resulting efficiencies and rejection
rates were added to the plot. For low efficiencies all curves are close to the curve with
only the classification cut, meaning that the z-cut does not have a high impact. As the
maximum efficiency for a given z-cut is approached, the rejection rate decreases, until the
curve ends at the corresponding point on the z-cut curve, where the classification cut is at
0 and has no effect. Something similar happens with a fixed classification cut. This time
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Figure 9.11: Histogram of classification values for signal (blue) and background (orange).
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Figure 9.12: Performance using classification cuts.

Network Rejection at 95% Efficiency Rejection at 99% Efficiency
No Classification 82.54% 60.29%
Class with z-Cut 87.89% 66.51%
Classification Cut 91.98% 80.62%

Table 9.2: Rejection rates for different efficiencies for a normal network with 4x60 hidden
nodes, a network of the same architecture with a classification node, but still using a z-cut,
and the same network using a classification cut.
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the curve starts on the curve for the z-cut and meets the other curve at the corresponding
efficiency.

(a) Fixed z, Varying Classification
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Figure 9.13: Performance when requiring both cuts. On the left side, the dots indicate
the performance with only a z-cut, i.e. a classification cut at 0. When the classification
cut is increased, the curve is getting closer to the one with only the classification cut, but
it never surpasses it. The graph on the right side works analogously, but with z-cut and
classification cut switched.

It can be concluded that adding a z-cut after a classification cut only makes the performance
worse and is not worth considering.

Changing to the other approach, i.e. only requiring one of the two cuts to be fulfilled, leads
to very similar plots. Now the lines go the other way, but the result is effectively the same
(see fig. 9.14).

The reason for this is the strong correlation between the z prediction and the classification
output, seen in fig. 9.15. There are very few tracks where there is a large discrepancy
between the two metrics, so that combining the parameters does not improve accuracy.
This point is further supported by the plots in fig. 9.16. They show that after a relatively
reasonable classification cut of 0.4 is applied, the z prediction of the remaining background
looks a lot like the signal prediction. Similarly, the signal tracks rejected by the cut are
so spread out that it is not possible to further increase the efficiency by applying a z-cut
without significant losses in the rejection rate.

One might then question if the output nodes for z and θ are even necessary. This was
evaluated by training a new network with only a classification node. The resulting perfor-
mance is almost identical, as fig. 9.17 shows, so the two extra output nodes do not improve
the performance. However, they still offer a way to track the performance and at least
loosely compare it to other networks. The estimate for the polar angle θ is also necessary
for the STT. Therefore, networks will continue to be trained with three output nodes.
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(a) Fixed z, Varying Classification
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Figure 9.14: Performance when requiring only one cut. The plots work like the ones in
fig. 9.13, but now a track is accepted when it passes either the z-cut or the classification
cut.
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Figure 9.15: Correlation between z prediction and classification output.
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(a) Rejected Background Tracks
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Figure 9.16: Histograms of background and signal predictions on tracks accepted and
rejected by a classification cut of 0.4.
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Figure 9.17: Comparison of performance with three output nodes and with only a classifi-
cation node. The curves are almost identical for most efficiencies.
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Chapter 10

Final Performance Evaluation

So far, when a new concept was introduced, it was only compared to the same network
without the new feature. This ensured that the exact impact of the change was evaluated,
but there were no direct comparisons to the more basic networks. Therefore, in this
section all differences between NN22 and the final network will be summarized, and the
performance will be compared.

The first change in the data pipeline is the implementation of an ADC cut at a value of
10, applied already before the Track Segment Finder to reduce noise. The 2DFinder is
replaced with a 3DFinder, leading to better suppression of fake and background tracks and
more accurate parameters. In addition to the three parameters for the priority wires, the
hitpattern in the Track Segment is passed to the network for every superlayer. Instead of
only one hidden layer with 81 nodes, four hidden layers with 60 nodes each are used. Finally,
the existing output nodes that predict z and θ are supplemented by a third output node
that returns 1 for signal and 0 for background tracks. The z-cut, which was previously used
for separating signal and background, is replaced by a cut on the value of the classification
node, further improving the performance. This network will be compared to the network
from May 2022 (NN22) below.

Double Gaussian
While it has become increasingly clear throughout this thesis that the double Gaussian is
not suitable for high-level performance comparison of neural networks, it is still a good
measure of the z resolution. The width of the core Gaussian decreased from 2.13 cm to
0.53 cm, so the accuracy for good tracks increased by a factor of four. The wide Gaussian,
which is an important indicator of the effectiveness of the z-cut, went from 9.45 cm to
3.06 cm.

z-Scatterplot
The better accuracy can also be seen in the z-scatterplot. Most points are very close to
the ideal diagonal line and hardly any tracks with a displacement of more than 30 cm are
mapped to the vertex. With a z-cut of 5 cm (dashed), the new network can accept about
as many signal tracks as the old network did with a z-cut at 15 cm (solid line). It should
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(a) NN22
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Figure 10.1: Double Gaussian for previously used network and final network.

be noted though that many tracks in the vicinity of the vertex are predicted very close to
z = 0 cm. The Feed-Down may not be as obvious anymore, but it still exists and is very
hard to get rid of.
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(b) Final Network
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Figure 10.2: z-Scatterplot for previously used network and final network. The solid lines
indicate a z-cut at ±15 cm, the dashed lines a z-cut at ±5 cm.

Signal and Background Prediction
As implied by the scatterplot, the z prediction has become much better with the new
network. This is obvious for the signal tracks, but also very noticeable in the background,
where the structure of the real tracks is now clearly visible (see fig. 10.3).

Efficiency and Rejection
It is clear from previous observations that the new network has a much higher efficiency
for all z-cuts than the old one. For a z-cut of 2 cm, where the old network accepts less than
half of the signal tracks, the new network still has an efficiency of well over 90%. What
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(a) Real Signal
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Figure 10.3: Comparison of the double Gaussian with different network architectures.
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is not a given is that the rejection rate is also better for all realistic z-cuts, here the old
network is only better for cuts below 3 cm. For comparison: The same network without a
classification node is already surpassed at around 6 cm because of the strong Feed-Down.
There is also a new line in this plot, a blue line indicating the rejection rate for perfect
z-prediction. This line shows that for large z-cuts the new network is already very close to
an optimal rejection rate. However, the gap grows at z-cuts under 10 cm, because much of
the biggest peak in the background is still mapped to z = 0 cm (compare fig. 10.3).

2 4 6 8 10 12 14 16
z-cut position [cm]

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Final Network Efficiency
NN22 Efficiency
Final Network Rejection Rate
NN22 Rejection Rate
"Optimal" Rejection Rate

Figure 10.4: Efficiency and rejection for different z-cuts.

Finally, it is time to look at the ROE curve, the most important graph for evaluating
network performance (fig. 10.5). Unlike with the other plots, here the classification cut
takes effect. Nevertheless, the trends of the previous plots can also be observed here. For
equal efficiencies, the rejection rates are consistently at least 40 percentage points higher
than the ones of the old networks. In the most relevant region of 96% to 99% efficiency,
the difference even surpasses 60 percentage points (see table 10.1).

Efficiency NN22 NN24 Final Network
92% 47.38% 53.81% 94.29%
95% 36.31% 42.95% 91.98%
99% 16.55% 19.23% 80.62%

Table 10.1: Rejection rates of the different networks for efficiencies of 92%, 95% and 99%.
Compared to NN22, the rejection rate can be more than doubled while increasing the
efficiency from 95% to 99%.

In summary, the results show that the changes to the Neural Track Trigger, once im-
plemented, will make it more robust to high background levels. The rejection rate was
increased significantly with a simultaneous increase in efficiency.
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final network.
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Chapter 11

Conclusion and Outlook

11.1 Conclusion

Until the Long Shutdown (LS1) in June 2022, the CDC trigger at Belle II used a neural
network with 27 input nodes, one hidden layer with 81 nodes and 2 output nodes for predict-
ing the z-origin and polar emission angle θ of track candidates provided by the 2DFinder.
Events where at least one track had a prediction of |zneuro| < 15 cm and a momentum
of p > 0.7GeV were triggered. This minimum bias Single Track Trigger (STT) worked
well at the luminosities that were achieved, which did not exceed about 3 × 1034 cm−2s−1.
However, when reaching luminosities beyond 4 × 1034 cm−2s−1, a strong rise of the back-
ground was observed, resulting in an increase of the STT trigger rate by about a factor
of 2, almost saturating the data acquisition system. In this thesis, it was studied how the
higher capabilities of the UT4 boards installed during LS1 can be utilized to stabilize the
performance of the Neural Track Trigger under severe background conditions.

The first step was retraining a network with the current architecture on high background
data. The resulting network slightly improved the performance and has therefore already
been implemented in hardware and is running successfully in the current data taking after
LS1. For further improvement, deeper network architectures were evaluated. A network
with four hidden layers, each containing 60 nodes, was chosen because it provided the best
performance. Next, the network input was extended to include information on the hitpat-
tern of each track segment. In addition, a cut on the wire signals was applied, reducing
noise from electronic cross-talk and synchrotron photons. Furthermore, the 2DFinder was
replaced with a track finder in three dimensions (“3DFinder”) in order to suppress fake
and background tracks and provide more accurate network parameters. Finally, an addi-
tional output node was added to the network that directly classifies a track as signal or
background.

Using this network and a cut on the value of the classification node, the background
rejection rate for a single track efficiency of 95% was increased from 36.3% to 92.0%.
Even an efficiency of 99% is now feasible, with a rejection rate of 80.6%.
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11.2 Outlook
Now that the Neural Track Trigger has been optimized, the changes need to be implemented
into the hardware. This is already being worked on, starting with the 3DFinder. Recent
work on the hardware also suggests that much deeper networks with fewer nodes per hidden
layer may be easier to implement, so such networks are currently being tested.

Once the upgraded track trigger is online, it should work for the next few years, with
retraining the network and loading the weights into the hardware whenever necessary.
However, there are still some problems that need to be addressed. Originally, one hope
for the classification node was that it would significantly reduce the Feed-Down. It did
have a positive effect, but as fig. 11.1 shows, background tracks that are predicted close to
the vertex still tend to be accepted by a classification cut. The plan is therefore to tackle
the root of the problem, namely the strong bias towards the vertex in the training data.
In order to obtain unbiased input data, a new so-called ”f-stream” was implemented, that
still requires the full trigger information, but no longer relies on the L1 trigger to accept
an event before recording it. Using this, there will soon be enough data for training better
neural networks and evaluating them more accurately.

100 75 50 25 0 25 50 75 100
zneuro

0

5000

10000

15000

20000

25000 Total: 720364
Accepted: 114644

Figure 11.1: Background prediction for all tracks (blue) and for tracks accepted by a
classification cut of 0.4 (orange).

Another “problem”, though introduced by construction, is that even for the single hidden
layer network, the efficiency drastically dropped for large displacements from the vertex
(see fig. 11.2). This effect is expected to be even larger for the upgraded track trigger.
Therefore, feebly interacting particles with long lifetimes leading to a vertex far from the
interaction point are unlikely to be triggered. In order to become sensitive to this very
interesting new class of events (e.g. expected in certain models for dark matter production
in electron positron annihilation), there are plans to launch a Displaced Vertex Trigger,
first proposed in [13].

As luminosity increases further towards the design luminosity of 6 × 1035 cm−2s−1, there
might eventually come a point where even with the new 3D track finding model the Neural
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Figure 5.3: Efficiency of the STT against vertex displacement, calculated on simulated data
with light background conditions matching the early phase 3 running period. Plot used
with permission from Patrick Ecker, KIT.

2D track-finder and therefore also the STT assume tracks to come from a point along the
beam axis (that is, with coordinates (x, y) = (0, 0)), for displaced tracks, the z-impact will
be calculated as the projection of their ✓-component back to the origin. With the currently
very stringent z-cut set to 5cm, unless the tracks are exactly pointing back to the IP, they
are classified as background and rejected. With increasing beam background, the cut is
likely to be further decreased, lowering the iDM-detection rates even more. Lastly, the
momentum cut of the STT precludes interesting regions of iDM parameter space, as two
undetectable particles take away energy from the CDC tracks.

5.4 ECL-based Triggers
If there are no sufficiently clear CDC tracks, the ECL can provide crucial sensitivity to
trigger dark matter events. If neutral long lived particles have very large decay times,
they exit the CDC without decaying and therefore leave no wire hits. In this case, the
only way of detecting such events is by detecting initial state radiation and a large amount
of missing energy (i.e. mono-photon searches, described in section 3.2.2). The trigger
required for such a search is the so called hie - the high energy single cluster trigger.
Like the STT, it is a minimum bias trigger, since it requires only one ECL cluster. Due
to high background rates, a strict threshold on the total deposited energy in the cluster
must be imposed. In the present configuration, the hie requires clusters with an energy
exceeding 1GeV and is still at risk of being prescaled. The main background for the hie
is radiative Bhabha scattering, where an electron pair is produced in association with a
single photon. If the electrons are not reconstructed due to inefficiencies in the CDC or

49

Figure 11.2: Trigger efficiency as a function of the displacement from the vertex [13].

Track Trigger will no longer be able to cope with the background. A promising approach
for this scenario is to use Graph Neural Networks (GNNs) for track finding, which have
shown to be highly efficient even at very high backgrounds [26]. However, those networks
will require even more powerful FPGAs, so they will most likely not be implementable in
the near future by our collaborators.
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