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Abstract

Precision measurements of the magnitudes of the Cabibbo-Kobayashi-Maskawa
(CKM)-matrix elements, which characterise the transitions between quarks of different
flavours, are essential for testing the unitarity of the Unitarity Triangle (UT) described
by the Standard Model. Of particular interest is the measurement of the magnitude
of the matrix element |V}, which forms a significant uncertainty in global UT fits.
|Vib| can be measured via an exclusive approach from the differential decay rate of
the semi-leptonic B-meson decay B — wflvy, where £ refers to a light lepton, either an
electron e or muon pu. Using early data collected by the Belle IT Experiment located
in Tsukuba, Japan, an experiment based on the second-generation B-meson factory
SuperKEKB which produces millions of pairs of B-mesons from electron-positron col-
lisions, this study investigates the reconstruction of the signal B — wfyr, decay using
a hadronic tagged approach. Using a state-of-the-art tagging algorithm developed for
Belle IT known as the Full Event Interpretation (FEI), ete™ — Y(4S) — BB events are
reconstructed with the other, non-signal B-meson in the event explicitly reconstructed
in one of a number of specified hadronic decay modes. The signal yields in a preliminary
subset of Belle II data equivalent to an integrated luminosity of 362 fb~! are estimated
via a binned maximum likelihood fitting procedure using predictions from simulation.
The partial branching fractions for the decays B — 7~ ¢*v, and Bt — 7% %y, are
extracted in bins of the square of the momentum transfer to the leptonic system, g2,
from which the total branching fractions are determined. Finally, measurements of
|Vib| are extracted using the distributions of the measured partial branching fractions
alongside recent form factor constraints provided by lattice quantum chromodynamics

(LQCD).
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Chapter 1

Introduction

The Standard Model (SM) of Particle Physics is an extensive theory built upon the work of
many scientists in the 1970s and earlier, and describes the fundamental particles making up
the universe and the interactions between them. Since its conception, the SM has amassed a
number of great successes, with experimental evidence confirming the existence of multiple
particles described by the theory, often many years after they were first postulated. One
such example includes the the discovery of the top quark in 1995 [4], some twenty years after
the existence of a third generation of quarks was first predicted by Makoto Kobayashi and
Toshihide Maskawa in 1973 [5]. Most notably in recent years was the groundbreaking dis-
covery of the Higgs boson in 2012 [6], confirming a 50-year long hypothesis on the existence
of a mechanism responsible for the origin of mass in fundamental particles.

With all of its successes, however, the Standard Model is unable to explain the existence
of several observed phenomena. For instance, it contains no description of dark matter and
dark energy, nor any mechanism for the gravitational interaction. The SM also does not
provide answers to many questions that arise as to the nature of the fundamental particles it
describes. One longstanding mystery is the existence of three separate generations of quarks
and leptons, each seemingly identical to one another, distinguished only by their masses
and the strength of their couplings under the weak interaction. Furthermore, a significant
matter-antimatter asymmetry is observed in the current universe, the presence of such only
being possible given certain conditions, as postulated by Andrei Sakharov in 1967 [7]. One
of these conditions requires the violation of charge-parity (CP-)symmetry, the principle by
which the laws of physics remain unchanged under the replacement of a particle with its
anti-particle and an inversion of spatial coordinates. Though the SM does provide a mecha-
nism through which CP-violation can occur [5], the magnitude of this effect is far too small
to explain the large excess of matter observed.

It is for these reasons, along with several others, that the particle physics community has
in recent years switched focus to theorising and searching for evidence of ‘new physics’, or
physics Beyond the Standard Model (BSM). A multitude of new theories have thus far been
postulated, some extensions to the SM, such as supersymmetric theories that introduce a
new supersymmetric particle for each existing fundamental degree of freedom, significantly
increasing the number of potential processes [8]. Other BSM theories introduce entirely new
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concepts, such as the existence of extra dimensions beyond the four-dimensional spacetime
we currently hold to be true [9]. Some BSM models also put forward various candidates
for dark matter, with one example being the axion, a particle first hypothesised in order to
solve the ‘strong CP problem’, a puzzling discovery whereby the strong nuclear force has
been found to respect CP-symmetry unlike its weak counterpart [10].

Particle collider experiments around the world form one of the ways through which physi-
cists aim to detect signatures of these new particles postulated by BSM theories. One such
experiment is the Belle IT Experiment, located in Tsukuba, Japan, which encompasses a
broad physics program with a primary focus on searches for new physics. The experiment
builds upon the work of its predecessor, the Belle Experiment, which achieved monumental
success through its discovery of CP-violation in systems of neutral B-mesons [11], together
with the BaBar Experiment situated in Stanford, California [12]. By its completion, Belle
IT aims to reach a total target data-set 50 times larger in size than that of Belle, which
will greatly enhance its ability to study rare decays of B-mesons and potentially detect
signatures of new physics that were inaccessible at earlier experiments with smaller data
samples. Belle IT commenced its first physics run in 2019, and has thus far collected over
400 fb~! of data, a number roughly equivalent to the decays of 400 million pairs of B-mesons.

The following study utilises data from the Belle I Experiment, particularly from the semi-
leptonic B-meson decay, B — mlvy, to extract the magnitude of the SM parameter |Vyy,|, one
of the nine elements that comprise the Cabibbo-Kobayashi-Maskawa (CKM )-matrix, which
characterises the weak transitions between quarks of different flavours. The matrix element
|V | forms one of the key components in testing a core axiom of the SM, namely the unitar-
ity of the Unitarity Triangle (UT). The remainder of this chapter provides a summary of the
Standard Model including the physics involved in semi-leptonic decays of B-mesons such as
B — 7ly,, and gives a detailed account of the current status of measurements of |V,|. In
Chapter 2, an in-depth description of the Belle I Experiment will be presented, including a
breakdown of the various detector components and an overview of the software framework
used for analysis within the collaboration. Chapter 3 will introduce the Full Event Inter-
pretation (FEI) algorithm [13], the main analysis tool used for tagged analyses at Belle II,
with an illustrative study on the calibration of the algorithm provided in Chapter 4. The
subsequent chapters will collectively summarise the various components of the B — wlvy,
analysis. After a comprehensive selection optimisation study detailed in Chapter 5, Chapter
6 will demonstrate the chosen signal extraction procedure used to estimate the number of
signal events in the current Belle IT data sample. Finally, measurements of the B — w/lv,
branching fractions and |Vy,| will be extracted in Chapter 7, followed by a concluding dis-
cussion in Chapter 8.

Some final points should also be noted pertaining to the following sections. All equations,
variables and constants listed in this report are expressed using natural units, as per the
convention used within the field of particle physics. Both the speed of light ¢ and the
reduced Planck constant h are set to 1, and are thus henceforth excluded. In addition, a
substantial portion of the introductory text contained in Chapters 2 and 3 was taken from
previous work submitted as part of a Masters thesis undertaken prior to the current Doctor



of Philosophy.

1.1 The Standard Model of Particle Physics

The Standard Model (SM), established in its current form in the mid 1970s, details the
fundamental particles that exist in nature, their properties, and the interactions that oc-
cur between them. It classifies these particles into two categories according to their spin,
namely bosons, possessing integer values of spin, and fermions, with half-integer spin values.
Fermions are further categorised into two groups, quarks and leptons, based on additional
quantum properties. Figure 1.1 depicts the full range of fundamental particles included
within the SM.

Standard Model of Elementary Particles

three generations of matter interactions / force carriers
(fermions) (bosons)
I [l 1]
mass = =2.2 MeV/c? ~1.28 GeV/c? ~173.1 GeV/c? 0 ~124.97 GeV/c?
charge | % % % 0 0
o [ (G » (& « @ | B
up charm top gluon higgs

E

=4.7 MeV/c? ~96 MeV/c? ~4.18 GeV/c? 0

Bz - 4] 0

down strange bottom photon

ﬁ

~0.511 MeV/c? ~105.66 MeV/c? ~1.7768 GeV/c? ~91.19 GeV/c?

-1 = =] 0

& - @ |- @ &

electron muon tau Z boson

ﬁ

<1.0 eV/c? <0.17 MeV/c? <18.2 MeV/c? ~80.433 GeV/c?

0 0 0 1

% Ve % Vl.l 2 V’E 1 W

electron muon tau
neutrino neutrino neutrino W boson

Figure 1.1: The fundamental particles of the Standard Model, including the values of their
elementary properties, mass, charge and spin [14].

The bosons of the SM are further classified into gauge bosons, each with a spin of value
1, and a scalar boson named the Higgs boson, possessing a spin of 0. The gauge bosons are
the force-carrying particles of the SM, mediating the interactions between the fundamental
particles. The photon v is a massless particles that mediates the electromagnetic force be-
tween particles that possess electric charge. The strong interaction is mediated by the gluon,



and is only experienced by those particles that possess a colour charge, namely quarks and
gluons themselves. Colour charge is an additional elementary property with three different
representations, red, green and blue, with the combination of all three colours into a colour
singlet resulting in a net colour charge of 0, in a manner that resembles the combination
of a positive and negative electric charge resulting in a state that is electrically neutral.
An anti-colour also exists for each colour, anti-red, anti-green and anti-blue, such that the
combination of a colour and its corresponding anti-colour also results in a colourless state.
Gluons carry net colour, as they possess both a unit of colour and a contrasting anti-colour,
such that eight effective gluon states exist. Gluons can thus not only mediate the strong
interaction between quarks, but can be active participants, with gluon-gluon interactions
possible under the SM formalism. This phenomenon significantly increases the complex-
ity of the strong interaction when compared with the electromagnetic interaction, as whilst
photons mediate the latter, they themselves are electrically neutral and no photon-photon
interactions are possible to first-order !. The strong force is the strongest of the fundamental
interactions, and is responsible for the strong nuclear force that binds protons and neutrons,
each composite particles comprised of quarks, tightly together within the nuclei of atoms.

The weak force, named for being several orders of magnitude weaker at low energy than
both the strong and electromagnetic forces, is mediated by both the electrically neutral
Z-boson, and the positively and negatively charged W-bosons, W' and W~. The Z- and
W- bosons have the unique property of being the only gauge bosons that are not mass-
less. All fermions participate in the weak interaction, as does the Higgs boson. It is the
only fundamental interaction capable of changing quarks from one flavour to another, and
is the only interaction known to violate charge-parity (CP)-symmetry, the mechanisms for
which are described in detail in Section 1.1.1. The gravitational force is not incorporated
within the SM, and has no gauge boson associated with its mediation under the SM for-
malism. In BSM theories that attempt to provide a quantum mechanical description for
gravity (‘quantum gravity’), such a mediating gauge boson does exist, namely the ‘graviton’
[15]. The gravitational interaction is the weakest of all interactions between fundamental
particles at low energies. The last remaining boson of the SM is the scalar Higgs boson, a
fundamental particle arising from the excitation of the Higgs field. The Higgs field was first
postulated in 1964 [16] as a field that permeates all matter and space in the universe, provid-
ing a mechanism through which fundamental particles, by their interactions with the field,
acquire mass. The Higgs field is responsible for the breaking of the electroweak symmetry
arising from the unification of the weak and electromagnetic forces, a process necessary un-
der the SM for force-carrying particles such as the Z- and W-bosons to be able to be massive.

The unification of the weak and electromagnetic forces under the SM considers these
forces as two aspects of the same fundamental ‘electroweak’ force, with the distinct behaviour
observed in their respective strengths and interaction distances being a direct consequence of
the low energies characteristic of the current universe. At energies of ~ 246 GeV and above,
corresponding to the so-called Fermi or electroweak scale, the two forces become largely

LAt higher order, photon-photon interactions are possible under the SM via the exchange of virtual
charged particles.



indistinguishable, forming a single electroweak force [17]. Whilst the SM incorporates this
unification of the weak and electromagnetic forces, it does not possess any mechanism for
the unification of the electroweak force with the strong force. However, many BSM theories
postulate that an energy threshold exists for which all three of the fundamental forces de-
scribed by the SM can be unified, with these collectively known as Grand Unified Theories
(GUTs). Whilst individual theories disagree on the exact energy scale of this unification,
many GUTs including those derived from supersymmetry suggest that grand unification
would occur above energies of the order of 10'6 GeV, suggesting that the three fundamental
forces were indistinguishable in the very early universe [18]. Whilst it is impossible to probe
such high energies at collider experiments, indirect searches for grand unification aim to find
evidence for predictions made within the various GUTs, such as the existence of proton de-
cay. After grand unification, higher level theories have been postulated that also incorporate
the gravitational force, referred to as Theories of Everything (TOE) [19].

Quarks are SM fermions that experience all of the fundamental forces. In addition to the
weak force affecting all fermions, quarks also participate in both the electromagnetic and
strong interactions as they possess both electric and colour charge. There are six different
types, or flavours, of quarks existing in three generations, with the generations identical to
one another for all elementary properties except for their masses and the strength of their
respective weak couplings. In order of increasing mass, these generations include the up u
and down d quarks, the charm ¢ and strange s quarks, and the top ¢t and bottom b quarks.
For each flavour of quark, a corresponding anti-quark exists with opposite electric charge
and equivalent anti-colour, these being u, d, ¢, 5, t and b. Due to a property of the strong
force known as colour confinement, quarks and anti-quarks are unable to exist freely at low
energy, and can only be found bound together in composite particles called hadrons with
no net colour charge. This is due to the fact that, for any attempt to separate these bound
quarks, it becomes far more energetically favourable to produce a new quark-anti-quark
pair instead. Hadrons can further be classified into baryons, mesons and exotic particles.
Baryons are colourless bound states of three valence quarks, the proton (uud) and neu-
tron (udd) being notable examples, with anti-baryons similarly comprised of three valence
anti-quarks. Mesons are colourless bound states of a quark and an anti-quark, such as the
pion 7 (ud) and its corresponding anti-particle 7~ (#d). Any hadrons consisting of more
than three valence quarks or anti-quarks, or those states containing gluons, are referred to
as exotic particles, and include both baryon-like hadrons such as the pentaquark with five
valence quarks, and meson-like hadrons such as the tetraquark with four valence quarks,
with experimental evidence suggesting the existence of both particles having been collected
in recent years [20].

Finally, the remaining fermions of the SM are the leptons, distinguished from quarks in
that they do not carry colour charge. Thus, while both quarks and leptons are fermions
and participate in the weak interaction, leptons do not experience the strong force. Leptons
are similarly categorised into three separate generations according to their masses, with the
electron e~ and electron neutrino v., muon p and muon neutrino v,, and tau 7 and tau
neutrino v,. The electron, muon and tau leptons all possess electric charge, and thus also
interact via the electromagnetic force. Their corresponding neutrinos, however, are electri-



cally neutral and only participate in weak (and gravitational) interactions. For each lepton,
an equivalent anti-particle exists, including the positron e*, anti-muon p* and anti-tau 7+,
which contain the opposite electric charge to their matter counterparts. Anti-neutrinos 7,,
v, and v, also exist, but being neutral particles, they cannot be distinguished from neutrinos
on the basis of electric charge. All quarks and charged leptons are considered to be Dirac
fermions under the SM, that is, that a distinct anti-particle exists for each fermion. It is yet
unclear, however, whether neutrinos are Dirac fermions, with an alternative representation
postulated for the neutrino in 1937, the Majorana fermion [21]. Neutrinos were originally as-
sumed to be massless in the SM, with experimental evidence regarding the neutrino helicity
seeming to support the Dirac formalism. For massless neutrinos, the only known fundamen-
tal difference between neutrinos and anti-neutrinos is due to a property known as helicity, or
handedness, whereby a particle is considered to be right-handed (or have a positive helicity)
if the direction of the particle’s spin is the same as its motion, or left-handed (with a negative
helicity), if the spin and motion are in opposite directions. To date, all detected neutrinos
have been found to be left-handed, whilst all anti-neutrinos possess a right-handed helicity.
However, evidence for neutrino oscillation, a quantum mechanical process by which the mea-
sured flavour of neutrinos can change over time, was first established in 1998 [22], implying
the existence of a small but non-zero neutrino mass. Massive neutrinos are allowed for in the
Majorana representation, which states that Majorana particles are their own anti-particles,
and thus, in the case of the neutrino, no distinct anti-neutrino would exist, and both terms
would simply describe a single particle that can be either left- or right-handed. To date, there
has been no definitive evidence as to whether neutrinos are truly Dirac or Majorana fermions.

1.1.1 The Cabibbo-Kobayashi-Maskawa (CKM) Matrix and the
Unitarity Triangle (UT)

The Cabibbo-Kobayashi-Maskawa (CKM) matrix, also referred to as the quark mixing ma-
trix, is a 3x3 matrix specified within the SM which characterises the strength of weak
interactions involving quark flavour transitions. As the W-bosons that mediate the weak
interaction are not electrically neutral, any quark emitting or absorbing a W-boson must
change its flavour in order to conserve electric charge. Given the charges of the quarks listed
in Figure 1.1, one can infer that the only potential quark mixing interactions that conserve
this charge involve the former quark of each generation undergoing a transition to either of
the three latter quarks, with a total of nine possible quark transitions. This gives rise to the
following matrix,

Vud VJS Vub
Vekn = | Vea Ves Vo |
Via Vis Vib

where each matrix element of Vg is labelled according to the quark transition it spec-
ifies. The matrix elements are directly related to the strength of the given quark mixing
interactions, with |Vj;|* related to the probability of the transition between quarks of flavour



7 and j.

The CKM matrix can further be parameterised a number of ways. In order to conserve
probability, the CKM-matrix must be unitary under the SM, a property which results in
only four independent real parameters being required to completely describe all of the nine
complex elements. One such popular choice, the Wolfenstein parameterisation [23], defines
four real parameters, A, p, n and A ~ |V, and expands each element via a power series in
A, with the parameterised CKM-matrix written as,

1— )22 A AN3(p —in)
Vexkm = —A 1— )22 AN? + O\,
AN(1 —p—in) —AN? 1

where O(A*) refers to additional terms given by the higher order expansion at order
A*. The parameter n represents a phase which has the consequences that, if non-zero, the
CKM-matrix does not remain the same under complex conjugation, Voxm # Vg, thus in-
troducing CP-violation into the quark mixing matrix. Were np = 0, the CKM-matrix would
no longer be complex in nature, and no CP-violation would be possible.

Under the premise that the CKM-matrix must be unitary, a total of six equivalent uni-
tarity conditions can be derived from the matrix elements. One example is the relation,

ViV + VeaVi, + ViaVit = 0,

where Vi Vi and Vi are the complex conjugates of their respective elements. This con-
dition can be represented graphically as a triangle in the complex plane, termed a unitarity
triangle (UT), as illustrated in Figure 1.2. Similar triangles can also be constructed for the
five other unitarity conditions, though the UT depicted is, by convention, the most often
referenced as it is the one for which the lengths of the sides are most similar. The lengths of
each side of the triangle are determined from the magnitudes of the CKM-matrix elements,
and the vertices are situated at (0,0), (1,0) and (p, 77), where p and 7 are related to p and 7
via the following relation,

p+in=(1+X2/2)(p+i7) + O\).

Finally, the angles of the UT are likewise a function of the individual matrix elements,
and are defined using two notations that are often interchanged within the literature («, 3, v

or ¢, P1, P3),

ViaVip
0= =g |~ ).
ud ¥ ub

7
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Figure 1.2: The Unitarity Triangle [20].
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Testing the unitarity of the CKM-matrix is a fundamental test of the SM and an essential
part of the search for BSM physics. The unitarity conditions can be tested directly through
experimental determinations of the matrix elements, with any deviation from zero indicative
of potential new physics. Alternatively, the angles of the UT can also be measured experi-
mentally, where a result in which a + g + v # 180° further suggests a departure from the
SM formalism. It is largely desirable, therefore, to produce experimental measurements of
these quantities with as high a precision as possible. Multiple collaborations exist, including
the CKMfitter [24] and UTfit [25] groups, that produce global fits to the UT using a range
of current experimental results. Several parameters are input into the global fits, including
the measured values of the CKM-matrix elements and a number of key observables relating
to CP-violation, with a full list detailed here [26]. Figure 1.3 depicts an example of the
latest fit performed by CKMfitter [24] using experimental results available mid-2021. The
measurements are plotted on the p — 7 plane with their associated uncertainty bands, and
the fitted apex of the UT is situated at the overlap of each band. To date, no significant
deviation from unitarity has been observed [20].

The importance of |V,|

The individual elements of the CKM-matrix are currently measured experimentally to varied
levels of precision. As of mid-2021, the world averages for the magnitudes of the nine elements
as determined from the global fits described above are [20],

0.97435 + 0.00016 0.22500 + 0.00067 0.00369 + 0.00011
Veru| = | 0.22486 + 0.00067 0.97349 + 0.00016  0.0418270:90085 |
0.00857+0:90020 0.04110+3:90083  ().999118*+0:000031
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Figure 1.3: Global fit to the Unitarity Triangle, provided by the CKMfitter group [24].

where the quoted uncertainties on each value include contributions from both statistical
and systematic sources, and are listed as a single value for symmetric errors or as separate
positive and negative uncertainties in the case that the errors are asymmetric. The element
Vb, possessing the smallest magnitude of each of the nine elements, also suffers from the
highest relative percentage uncertainty. This in turn results in |V, contributing a significant
uncertainty in the global UT fits, as can be seen in Figure 1.3. Improving the precision on
measurements of |Vy,| is thus highly sought after, a goal shared by the Belle 1T Experiment,
which aims to contribute to decreasing the uncertainty on |Vy,| with its large projected data-
set.

Further interest in the determination of |V,;,| arises from the fact that historically, experi-
mentally measured values of |Vy;,| have been known to differ from each other by as many as 3
standard deviations, or 30, depending on the method of extraction. Namely, these methods
include exclusive extractions, in which |Vy,| is determined via measuring the branching frac-
tion of the decay of a B-meson to a specified final state by way of a b — u quark transition,
such as the decay to a pion, electron and electron neutrino, B — mer,, a process described in
depth in Section 1.2.3. Alternatively, inclusive measurements of |V,;,| are made via B-meson
decays to non-specified final states, such as B — X,ev,, where X, refers to any hadronic
system containing a u quark. Experimental methods for exclusive and inclusive extractions
differ substantially, and require separate theoretical inputs. The current world average mea-
surements for |Vyp| are quoted as |Vy,|(exclusive) = (3.70 £ 0.10 £ 0.12) x 1073 for exclusive
determinations, and |Vy|(inclusive) = (4.254+0.127017 £0.23) x 1073 for inclusive determina-
tions [20], where the first uncertainty is experimental and the second theoretical. The third
uncertainty assigned to the inclusive measurement is due to an observed model dependence,
whereby an additional spread in the inclusive results is obtained when using three differ-
ent theoretical models. The observed discrepancy between current |Vy,| measurements from
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both approaches further motivates the need for newer, more precise measurements of |Vyy,|
alongside improvements to theoretical models, in hopes of resolving this tension. The study
detailed throughout the coming chapters focuses on an exclusive approach to extracting |Vyp|.

1.2 B-meson Decay

The single most important particle at the heart of many electron-positron collider experi-
ments including Belle II is the B-meson, a meson characterised as possessing either a b quark
or anti-quark. B-mesons come in several different types, or flavours, including both charged
and neutral B-mesons, B* and B, and their associated anti-particles, B~ and B°. B* and
B° mesons both contain a bottom anti-quark, pairing this with an up quark in the case
of B* (ub), or a down quark for B° (db). The corresponding anti-particles thus contain a
bottom quark together with either an anti-up, as for B~ (ub) or anti-down quark, for B°
(db). Strange and charmed B-mesons also exist, which pair the bottom (anti-)quark with
either a strange or charm (anti-)quark instead, resulting in the particles BY (sb) and B}
(cb), with respective anti-particles B° (5b) and B (¢b).

The study of B-mesons has been the focus of the first-generation electron-positron col-
lider experiments Belle and BaBar, and remains the focus of the second-generation Belle 11
Experiment, with the aims of the individual experiments evolving over time. Both Belle [11]
and BaBar [12] were instrumental in discovering the existence of CP-violation in systems
of neutral B-mesons, the purpose upon which both experiments were conceptualised some
time after evidence of CP-violation was first observed in neutral kaons [27]. Moving forward,
Belle II, with the ambitious goal of collecting 50 times the data-set of Belle, aims to use
rare B-meson decays as a probe to search for new physics. The Belle II Experiment will be
discussed at length in the following chapter.

B-mesons decay via hundreds of allowed channels [20], with the rarity of each decay
quantified by its associated branching fraction. The branching fraction of a particle decay
refers to the fraction of particles that decay according to the given mode with respect to
the total number of decaying particles. The decays of B-mesons are typically classified into
three separate groups according to their decay products.

1.2.1 Hadronic Decays

Hadronic B-meson decays refer to those in which the decay products are purely hadronic in
nature. That is, no leptonic decay products are present amongst the immediate daughters
of the decaying B-meson. One such example is the decay of a neutral B-meson to a pair of
charged pions, B® — 777~ a rare decay with a branching fraction of (5.12 + 0.19) x 107
[20]. B® — 77~ is one of several hadronic decay modes in which CP-violation can be di-
rectly observed, and through which the angle « of the UT can be measured [28]. A Feynman
diagram representing the decay is pictured in Figure 1.4(a).
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Figure 1.4: Feynman diagrams for example hadronic (a), leptonic (b), and semi-leptonic (c)
B-meson decays.

Hadronic decays also play a significant role in the coming analysis, forming the basis of
the tagging approach used to reconstruct the signal decay of interest. Hadronic tagging is
explored in detail in Chapter 3.

1.2.2 Leptonic Decays

Conversely, B-mesons can also decay purely leptonically. Notable examples include the
decays B* — e*v, and BT — pu*v,, both substantially rare decays with branching frac-
tions predicted by the SM of B(B™ — e*v,) = (8.1 £0.6) x 1072 and B(B* — p*v,) =
(3.540.3) x 1077, respectively [28]. Due to their rarity, only upper limits on these branching
fractions have thus far been able to be determined experimentally, corresponding to world
averages of B(B* — e*r,) < 9.8 x 107" and B(B* — p*v,) < 8.6 x 1077 [20]. Whilst these
decays both involve a b — u quark transition, |V, | is not typically measured via these modes
due to their small branching fractions.

Of particular interest is the decay BT — 77v,, which possesses a significantly higher
branching fraction corresponding to a world average measurement of (1.09 + 0.24) x10~%
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[20], and is considered as a potential avenue through which signatures of BSM physics may
be detected. The Two Higgs Doublet Model (2HDM) is a proposed extension to the SM,
introducing an additional Higgs doublet that ultimately would result in the existence of two
charged (H" and H~) and three neutral (h, H and A) Higgs bosons [29]. According to the
2HDM, in an additional allowed process, a charged Higgs H* could replace the W* boson
in the Feynman diagram for the B* — 77, decay depicted in 1.4(b). Both processes would
then interfere quantum mechanically, resulting in a measured branching fraction that de-
parts from the SM prediction. Similar interference effects have also been proposed by other
BSM theories including several GUTs that postulate the existence of an additional particle
known as the leptoquark, a particle that decays into a quark and a lepton [30]. Coupling to
both fermions, virtual leptoquarks would similarly be able to mediate leptonic decays such
as Bt — 77u., contributing to the magnitude of the total measured branching fraction.
Precision measurements of the Bt — 771, branching fraction at Belle II would thus provide
a direct test for any such deviations due to the existence of BSM particles such as the charged
Higgs and the leptoquark.

1.2.3 Semi-leptonic Decays

Finally, B-mesons may decay to a mixture of hadronic and leptonic daughters in what is
known as semi-leptonic decay. These decays are the standard processes through which the
magnitudes of the CKM-matrix elements are measured, due to the simplicity introduced by
the W-boson coupling to a leptonic pair which does not interact with the recoiling hadronic
system via the strong force. One prominent example is the decay of a B-meson to a pion,
an electron or muon, and its associated neutrino, B — 7w/lv,, where ¢ refers to either of the
two light leptons (e or p). This decay forms the basis of the study detailed in the coming
chapters, and is explored in depth in the following section.

Semi-leptonic decays involving 7 leptons, often termed semi-tauonic decays, are presently
the subject of great interest at collider experiments worldwide. This is largely due to dis-
crepancies observed between the SM predictions and experimental results of the quantities
R(D) and R(D*). These terms refer to the ratio between the branching fractions of semi-
leptonic B-meson decays to 7 leptons versus to electrons or muons, for D and D* mesons,
respectively, and are defined as,

B(B — DWr=;)
() = T
R(D ) B(B — D(*)f*y_g)’

where the denominator is given by the average of the electron and muon modes, B(B —
D®We=iz) and B(B — D®pu~p,). Current world average experimental results exceed the
SM predictions by 2.00 and 2.20 for R(D) and R(D*), respectively [31]. These discrepan-
cies have been hypothesised to potentially be the result of interference from various BSM
physics models, including those proposing the existence of charged Higgs bosons, such as
the 2HDM [28], or the existence of leptoquarks [30]. Improving the precision on measure-

12



ments of R(D) and R(D*) as a probe for new physics is a key aim of the Belle IT Experiment.

B — wly,

The semi-leptonic decay of a B-meson to a pion, light lepton and corresponding neutrino, is
largely considered the ideal decay for an exclusive extraction of |Vy,|. Whilst several semi-
leptonic B-meson decays involve a b — u quark transition, pions are scalar mesons with an
integer spin of 0, differentiating them from other vector mesons such as the p-meson with a
spin of 1. Strong interaction effects pertaining to scalar particles are the simplest to model,
making the semi-leptonic B — 7/l1r, decay the most desirable choice for the exclusive ex-
traction. Both decays of charged and neutral B-mesons are possible, written respectively as
Bt — 7%y, and B® — 7= {*v,, where { = e or . Neutral pions (7°) are mesons containing
either an up or down quark-antiquark pair?, and exist as their own anti-particles. Conversely,
the negatively charged pion (77) is comprised of an up anti-quark paired with a down quark
(ud), with associated anti-particle 7+ possessing a quark content of ud. A Feynman diagram
of the BT — 7%, decay illustrating the b — u quark transition is shown in 1.4(c).

For any given particle decay, a decay rate can be defined which corresponds to the
probability of the decay occurring per unit time. The differential decay rate for the B — wlv,
process to first order is evaluated as a function of ¢2,

dr’ G2
a T;\%b|2|f+(q2)|2|ﬁw|3,

where ¢? is the square of the four-momentum of the W-boson mediating the decay, and
characterises the four-momentum transferred to the leptonic decay products. Here, G is
the Fermi coupling constant, p; is the three-momentum of the daughter pion in the B-meson
rest frame, and f (¢?) is a vector form factor, an analytical function of ¢ derived from the-
oretical models. The form factor encodes the effects of the strong interactions between the
quarks contained within the hadrons involved in the decay. Due to the theoretical simplicity
of the scalar pion, these effects can be parameterised within a single form factor, unlike
related semi-leptonic decays to vector mesons such as the p, which possesses a differential
decay rate dependent on a total of three separate form factors [32]. The determination of
the form factor f,(¢®) is non-trivial, and calculations made using lattice quantum chro-
modynamics (LQCD) only provide values of the form factor in the kinematic range of 17
GeV? < ¢* < 26.4 GeV? [28]. At lower values of ¢%, the coupling constant of the strong
interaction becomes too large such that perturbative QCD approximations no longer hold,
making these form factor calculations exceedingly difficult. The upper limit of 26.4 GeV? on
the kinematic range corresponds to the ¢? kinematic endpoint, the maximum possible ¢* for
the B — mly, decay given the respective masses of the parent B-meson (Mpg) and daughter
pion (M,), where ¢>. = (Mg — M;)% To provide results over the full kinematic range,
0 GeV? < ¢% < 26.4 GeV?, these values must then be extrapolated to low values of ¢?, a

2More accurately, a neutral pion exists in a superposition of two quantum states, with quark content
VR
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process that requires a suitable parameterisation of the form factor. Several options exist
for this extrapolation, including the BGL [33] and BCL [34] parameterisations.

Decay Mode Measured Branching Fraction | Measured [Viy| x 103 Experiment/| Recon. Ref.
x10% Year Method
BY - 7%y, | (1.38 £ 0.10 £ 0.16 + 0.08) (382 + 0.14 £ 022 £ | BaBar, Untagged [35]
0.117555) 2005
BY - 7= (*y, | (1.41 + 0.05 £+ 0.07) (3.78 £ 0.1370-5%) (Calc.) BaBar, Untagged [36]
2011
(2.95 + 0.31) (x? min. fit)
BY > 7= 0Ty, | (1.45 £ 0.04 £ 0.06) (3.25 + 0.31) BaBar, Untagged [37]
2012
BY -7 (Fy, | (133 £ 0.18 + 0.11 + 0.01 + | (3.24 + 0.22 + 0.13%3%5 + | CLEO, Untagged | [38]
0.07) 0.09) 2003
BY S 0%y, | (1.37 + 0.15 + 0.11) (3.6 + 0.4+0.2707) CLEO, Untagged | [39]
2007
BY S 0Ty, | (149 + 0.09 + 0.07) (3.52 + 0.29) Belle, 2013 | Had. Tag 32]
BY - 70ty | (1.38 £ 0.19 £+ 0.14 + 0.03) (3.60 £ 0.41 + 0.2070%7) | Belle, 2007 | SL Tag [40]
(FNAL LQCD),
(4.03 + 046 + 0.227559)
(HPQCD LQCD)
BY — 1 etv, | (1.43 £ 0.27 £ 0.07) (3.88 £ 0.45) Belle IT | Had. Tag [41]
Prelimi-
nary *
2022
BY S 7 0Ty, | (1.50 £ 0.06) - - - [20]
World Avg.
BT — 7%y, | (0.80 + 0.08 £ 0.04) (3.52 £ 0.29) Belle, 2013 | Had. Tag 32]
BY - 7%*y, | (0.77 £ 0.14 + 0.08 £ 0.00) (3.60 £ 0.41 £ 0.2070757) | Belle, 2007 | SL Tag [40]
(FNAL LQCD),
(403 + 046 + 0.22+959)
(HPQCD LQCD)
BT = n%Tv, | (0.83 £ 0.17 £ 0.06) (3.88 £ 0.45) Belle  II | Had. Tag [41]
Prelimi-
nary *
2022
BY = 7%Fy, | (0.78 + 0.03) - - - [20]
World Avg.
Excl.  |[Vip| | - (370 £ 0.10 £ 0.12) - - [20]
World Avg.

Table 1.1: Prior measurements of the branching fractions of B — 7wfv, decays, and the
corresponding extracted values of |V,;,|. Entries are ordered chronologically and grouped by
experiment and tagging method. The current world averages are also listed. (*These results
refer to an earlier iteration of the analysis presented in this thesis.)

In the BCL parameterisation [34], ¢* is first mapped to a separate variable z with the
following relation,
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Vi@ - i
Vis =@+t —to

where t* = (Mp + M,)?, to = (Mp + M,)(v/Mp — /M,)? and Mp and M, refer to the
masses of the B- and m-mesons, respectively. The form factor can then be parameterised as
a function of z, with,

z(t,t0) =

kF K
f+(2):1_q /M%*Zbk [Z - (-1* e ]7

where b, are the coefficients of the parameterisation and Mpg+ refers to the mass of a pole
in the dI'/dq¢* distribution, Mps = 5.325 GeV, defined as a large peak in the distribution at
high ¢. In an exclusive approach using B — 7w/lv, decays, the differential decay rate can be
measured experimentally, and together with theoretical input on the structure of the form
factor and predictions based on LQCD, a measurement of |V,;,| can therefore be extracted.

Table 1.1 lists a number of recent results for the branching fractions of B — 7wy, decays,
alongside the corresponding values of |V,,| extracted from the measurements. These include
results from several e™e™ experiments, utilising a range of different analysis techniques and
LQCD predictions made over the last two decades, such as those from the Femilab/MILC
(FNAL LQCD) [42] and HPQCD [43] Collaborations. As one example of the differences in
analysis procedure, the listed results include determinations via both tagged and untagged
reconstruction methods, differing in their treatment of the other, non-signal B-meson in an
Y (4S)— BB decay where the signal B-meson decays as B — mfv,. A detailed description of
tagged and untagged reconstruction is left to Chapter 3, though it is noted here that tagged
methods, which explicitly require the reconstruction of the other B-meson in the event via a
known decay mode, offer a higher purity at the cost of a lower efficiency than untagged meth-
ods, making the two reconstruction methods complementary in approach. The systematic
uncertainties of each approach also vary, with the higher backgrounds typical of untagged
reconstruction methods resulting in background-related uncertainties such as form factor
and branching fraction contributions playing a more significant role than in tagged determi-
nations [28]. Conversely, tagged methods are often associated with an additional source of
uncertainty related to the calibration of the tagging algorithms used for the reconstruction.
The CLEO and BaBar results in Table 1.1 were determined via untagged analyses [35] — [39],
with the two Belle results listed originating from tagged approaches, where B — 7wly, was
reconstructed against a semi-leptonic B-meson tag in Ref. [40] and a hadronic tag in Ref.
[32]. To date, the highest precision on |Vy,| extracted using an exclusive tagged approach
corresponds to the ~ 8.2% achieved by the 2013 Belle analysis [32], with the 2012 BaBar
analysis [37] representing the highest precision thus far achieved via untagged reconstruction
methods, a value of ~ 9.5%.

The various results in Table 1.1 also reflect differences in the methods used for the extrac-
tion of |Vyp|. In one approach, LQCD predictions for the form factor f, (¢*) were combined
with experimental data on the measured B — w/y, differential decay rate to extract a mea-
surement of |V,;,| using the relevant formula for the differential decay rate above, an approach
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detailed in Ref. [35], [39] and [40]. Other extractions favoured a more data-driven approach,
using LQCD form factor determinations to generate a set of predictions for the differential
decay rate assuming an initial input value of |V,|. These predictions were then fit to ex-
perimental data in a x? minimisation procedure to determine the value of V| consistent
with the best agreement between the predictions and real data, as demonstrated in Ref.
[37], [38] and [32]. In each case, the LQCD predictions were also used as constraints in the
fits to avoid returning results inconsistent with the LQCD parameters within uncertainties.
In the BaBar result detailed in Ref. [36], both the calculation and fitting based methods
were used for the extraction, with two values of [V,| quoted. The x? minimisation was the
chosen method for the current analysis, with more detail on the fitting procedure provided
in Chapter 7.

Finally, an earlier iteration of the analysis presented in this thesis is also included in Ta-
ble 1.1 as a preliminary Belle II result [41]. Using a hadronic tagged approach on a smaller
subset of Belle IT data corresponding to an integrated luminosity of 189.3 fb~!, the branching
fractions of the decays B® — m~e*v, and Bt — 1% "1, were determined, together with their
respective differential decay rates, and a preliminary value of |Vy,| was extracted. As will be
discussed in the coming chapters, the current iteration of the analysis was performed on a
data-set roughly two times the size used for this preliminary result, with branching fractions

extracted also from the muon channels, B® — 7~ u*v, and B* — 7%utv,.

With the importance of extracting |Vyp| established and its exclusive determination via
the semi-leptonic B — 7wfy, decay physically motivated, the following chapters will present
the results of a hadronic tagged reconstruction of B — 7wly,. After an introduction to the
Belle IT Experiment in the next chapter followed by a description of the Full Event Interpre-
tation tagging algorithm and its calibration in Chapters 3 and 4, a detailed account of the
methodology used for the analysis will be explored, culminating in the determination of the
B — mly, branching fractions and an extraction of |Vyy|.
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Chapter 2

The Belle I1 Experiment

The High Energy Accelerator Research Organisation, abbreviated as KEK, was established
in 1997 on the site of a particle physics lab located in Tsukuba, part of the Ibaraki prefec-
ture in Japan, with the purpose of providing particle accelerators for study in fields such
as high energy physics. Since its establishment, the highly successful Belle Experiment was
conducted, in which an asymmetric electron-positron collider KEKB was operated during
the years 1998 - 2010, and the Belle detector constructed to detect the products of these
collisions. The experiment ceased data-taking in 2010 to make way for major upgrades to
both the accelerator, now known as SuperKEKB, and the detector, now referred to as Belle II.

Belle IT officially commenced data-taking with the first electron-positron collisions in
March of 2019 [44], and temporarily ceased operation for its first long shutdown (LS1) in
June 2022, thus far recording a total of 428 fb~! of data. Physics operation is scheduled to
resume in 2024.

2.1 The Belle Experiment

The KEKB accelerator used in the Belle experiment consisted of two nearly circular rings of
circumference 3 km, one used to accelerate electrons to energies of 8.0 GeV, and the other re-
sponsible for accelerating positrons to energies of 3.5 GeV [45]. The beams would then collide
in the center of the Belle detector, with decay products propagating outwards throughout the
various detector layers. The beam energies were designed such that at the time of collision,
they would have a combined energy equivalent to the rest mass of an Y(4S) meson, 10.58
GeV, when calculated in its centre-of-mass frame. That is, these electron-positron collisions
would result in the production of an Y(4S), a meson consisting of a bottom b quark and b
antiquark, which would be produced approximately at rest in its centre of mass frame, but
boosted along the electron flight direction as seen in the laboratory frame of reference. The
T(4S) decays almost instantaneously to a pair of B-mesons 96% of the time, with ~ 51%
of these being decays to charged B-mesons, B* B~, and ~ 49% to neutral B-mesons, B°B°
[20]. As the B-mesons have a very short lifetime of the order of 1072 s [20], the observed
boost in the laboratory frame was extremely useful in separating the decay vertices of the
two decaying B-mesons, which recoiled against each other [46]. Despite the KEKB design
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energies of the electron and positron beams, collisions did not always result in the produc-
tion of the Y(4S) bb bound state, and events in which e*e™ — c¢, uii, dd or s5 were also
frequently occurring. These events, termed the continuum background, constituted a sig-
nificant proportion of the backgrounds associated with the B-meson studies performed at
Belle. Figure 2.1 illustrates the cross-section of the continuum background processes as a
function of the center-of-mass energy of the colliding e*e~ beams. Several T resonances,
corresponding to different excitations of the bb bound state, manifest as peaks above the
underlying continuum for certain values of the collision energy.
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Figure 2.1: Cross-sections of processes involving the production of hadrons from e*e™ col-
lisions, as a function of the center-of-mass energy. Various T resonances (e*e~ — bb) are

shown as peaks above the continuum background (e*e™ — cé, uu, ss or dd) [47].

The primary purpose of the Belle experiment was to search for CP-violation in neutral
B-meson systems, after it was first experimentally observed in neutral kaons in 1964 [27].
This goal was realised in 2001 when both the Belle and BaBar collaborations independently
reported results indicating the existence of CP-violation in neutral B-mesons [11, 12]. Along-
side the success of this discovery, the data collected by Belle during its operation has been
extremely valuable in updating various Standard Model parameters including the CKM-
matrix elements, together with the branching fractions of a large number of B-meson decay
modes. Many B-meson decays were also observed for the first time in Belle data, including
the leptonic decay B™ — 7" v, introduced in Section 1.2.2 [48].
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2.2 SuperKEKB

In a particle accelerator experiment, the instantaneous luminosity L can be defined as the
number of collision events N per unit time given a certain interaction cross-section o:

L L4y
o dt

The Belle II Experiment aims to achieve a 40-fold increase in the maximum luminosity
reached by the Belle Experiment. In order to accomplish this, the KEKB accelerator has
had to undergo necessary upgrades to form the accelerator now referred to as SuperKEKB.
One of the most significant changes to the technical design is the implementation of the
“Nano-Beam” scheme, which aims to reduce the overlap of the electron and positron beams
at their interaction point [49]. Figure 2.2 is a representation of the beam collisions, with
d representing the size of the region of overlap. Minimising the value of d results in the
squeezing of the vertical beta functions (6;) of each beam at the interaction point, which

has a significant effect on the resultant luminosity L given the following relationship,

JE: (L_r{yi) (RL)
2er. ﬁ;i Rey

Here, the + suffix refers to each beam, electron (-) and positron (+), and 4 is the Lorentz
factor, e the elementary electric charge, and r, the classical electron radius. The luminosity
depends also on the beam currents I, and the vertical beam-beam parameters §,.. Finally,
Ry, and R, refer to reduction factors for the luminosity and vertical beam-beam parameters
respectively, and these are determined using quantities including the crossing angle ¢, with
their ratio varying only slightly from unity. The Nano-Beam scheme boasts a reduction in
the vertical beta functions (3 ) by a factor of 20 when compared to those present at KEKB.
Combined with a doubling of the beam currents /1, and assuming a similar vertical beam-
beam parameter {4, the design luminosity of the SuperKEKB accelerator is 8 x 10**cm =271,
40 times larger than the luminosity achieved by KEKB [49]. Working towards this target,
the highest luminosity achieved by SuperKEKB so far is 4.7 x 103*cm™2s7!, a new world
record luminosity more than double that of KEKB. A comparison of the machine parameters
achieved by Belle and the design values for Belle II are presented in Table 2.1.

However, such a substantial gain in the luminosity of SuperKEKB comes at the expense of
a significant increase in the number of background processes arising from interactions within
the individual beams and between the beams and foreign particles such as the surrounding
residual gas in the evacuated beam pipe. These effects are collectively referred to as beam
background, and encompass the following processes [49]:

e Synchrotron radiation: The electrons and positrons moving at relativistic speeds within
the beams emit photons as they are accelerated radially. These photons can produce
false hits in the detector and contribute quite extensively to the observed backgrounds.
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Figure 2.2: A depiction of the interaction between an electron and positron beam at Su-
perKEKB. The grey areas represent the bunches of colliding particles, with the size of the
beam overlap d and the crossing angle ¢ minimised with the Nano-Beam design [49].

e Beam-gas scattering: Whilst the beams are contained within vacuum chambers, in-
evitably a small amount of gas particles remain with which the electrons and positrons
can interact. These interactions include both Coulomb scattering, referring to elas-
tic collisions that occur between charged particles, and bremsstrahlung scattering,
whereby one of the electrons or positrons loses kinetic energy via the emission of a
photon after hitting a gas particle. In each case, when a particle within a beam is
scattered, its momentum is altered leading it to collide with the chamber walls or
surrounding magnets, producing a shower of particles that contribute to the beam
background.

Touschek scattering: Particles within the beams can also scatter off one another, mod-
ifying their momentum and leading to shower particles when the electrons or positrons
hit the surrounding chamber walls. The rate of Touschek scattering is inversely pro-
portional to the beam size, and thus the background effects from Touschek scattering
can be quite severe with the greatly reduced beam sizes at Belle II.

Radiative Bhabha scattering: The collision of the electron and positron beams does
not always result in their annihilation, but rather the electrons and positrons can also
scatter off of one another in a process known as Bhabha scattering. Bremsstrahlung
emission can also occur whereby one of the scattered particles releases a photon, a
phenomenon known as radiative Bhabha, with ete™ — ete™y. The resultant photons
can travel along the beam-pipe and interact with the iron detector magnets, producing
significant amounts of background neutrons. Being neutral hadrons, these neutrons
form a major background for the detection of K? mesons in the K-Long and Muon
(KLM) Belle II sub-detector, introduced in Section 2.3.6.

Pair production: Via the electromagnetic interaction, an electron-positron pair can
be created from a single photon in a process known as pair production. Similarly, the
collision of an electron and positron can result in their annihilation to a pair of photons,
as per the same fundamental interaction. The combination of these two effects forms
an additional beam background termed pair production via the two-photon process,
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whereby colliding electrons and positrons annihilate to form two photons, both of which
produce an electron and positron pair, ete~™ — ete"eTe”. These background electrons
and positrons enter the detector and contribute particularly to the background levels
of the first sub-detector component, the Pixel Detector (PXD).

An additional change to the accelerator design for the Belle II Experiment that should be
noted is a shift in the energies of the electron and positron beams. These have been changed
from the Belle values, 8.0 GeV and 3.5 GeV, to 7.0 GeV and 4.0 GeV, for the electron
and positron beams respectively. The new energy scheme still results in a centre-of-mass
energy at the Y(4S) resonance, but with a decreased boost in the laboratory frame along
the electron flight direction. The separation between the decay vertices of both B-mesons
is thus also reduced, but this effect is largely counteracted by the smaller beam sizes and
consequently the narrower beam-pipe [49].

Machine Parameters KEKB achieved | SuperKEKB target | SuperKEKB pre-LS1
Energy (GeV) (e*/e™) 3.5/8.0 4.0/7.0 4.0/7.0
&y 0.129/0.090 0.090/0.088 0.041/0.028
By (mm) 5.9/5.9 0.27/0.41 1.0/1.0
I(A) 1.6/1.2 3.6/2.6 1.5/1.1
Luminosity (10**cm™2s71) 2.1 80 4.7

Table 2.1: A comparison of the key machine parameters achieved by the KEKB acceler-
ator, predicted for the SuperKEKB accelerator at its target luminosity, and achieved by
SuperKEKB prior to the current shutdown. Where relevant, values for the positron and
electron beams are quoted as e™ /e~ [49].

2.3 The Belle 1II Detector

The Belle IT detector consists of a number of individual sub-detector layers, each with de-
fined roles relating to the measurement of kinematic quantities and particle detection, iden-
tification and discrimination. The following sections present an overview of the structure
and functionality of each detector component, beginning with those closest to the electron-
positron beam line and continuing through to the outer regions of the detector. A schematic
of the Belle IT detector illustrating the individual layers is displayed in Figure 2.3.

2.3.1 Pixel Detector (PXD)

The Pixel Detector is the innermost component situated close to the beam-pipe housing the
incoming electron and positron beams. Due to the Nano-Beam scheme chosen for Belle II,
the radius of the beam-pipe in the interaction region of the beams is only approximately 10
mm, with the pixel detector designed to consist of two layers of sensors positioned at radii
of 14 mm and 22 mm [49]. The PXD was only partially installed for Belle II data-taking
prior to LS1, excluding the majority of the outermost layer [50]. A significant aim of the
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Figure 2.3: A side view of the Belle IT detector (top), compared with its predecessor Belle
(bottom). The various sub-detectors are labeled [51].

LS1 period has been to upgrade the PXD to the full two-layer installation in preparation for
the next run period.

The PXD together with the Silicon Vertex Detector (SVD) and Central Drift Chamber
(CDC) introduced in the following sections form the region of the detector responsible for
tracking the trajectories of charged particles as they curve within the supplied solenoidal 1.5
T magnetic field, allowing for the determination of their momentum. Another main goal of
these detector regions is to use this information for the precise determination of the decay
vertices of particles, including those of the parent B-mesons.

The sensors used within the PXD are comprised of DEPleted Field Effect Transistor
(DEPFET) pixels, with 8 million pixels in total divided between the two layers. The
DEPFET technology is semi-conductor based, with hits recorded by collecting electrons
that have been freed by the incidence of charged particles colliding with the transistors.
The nature of the DEPFET structure is such that the sensors consume very little power, re-
quiring only air cooling, and can be built to be quite thin, with a thickness of only 50 microns.
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Figure 2.4: A design schematic of the PXD, corresponding to a total length of 174 mm and
diameters of 22 mm and 44 mm for the inner and outer pixel layers, respectively [49].

The PXD is a new addition to the Belle II detector, with Belle containing only the SVD
for particle decay vertexing. Its introduction was necessary to contend with the substantial
levels of beam background expected with the higher luminosity SuperKEKB, as the pixels
provide significantly more channels to accept hits from beam background particles produced
within the beam-pipe. The introduction of the PXD also allowed for the full vertex detector
to be positioned closer to the beam-pipe than was possible in Belle, resulting in better vertex
resolution.

2.3.2 Silicon Vertex Detector (SVD)

The Silicon Vertex Detector, as mentioned above, is an additional detector component de-
signed for charged particle tracking and decay vertexing. It consists of four layers of strip
sensors made of silicon, with the innermost layer positioned 16 mm from the outer layer of
the PXD [49]. Given the high luminosity and expected levels of beam background, this is the
safest distance to introduce strip sensors. It is not feasible to use pixel layers throughout the
entire inner region as both the readout from the large number of channels and the estimated
cost would be too large. Complementing the PXD, the SVD also allows for the measurement
of decay vertices displaced further from the interaction point.

The sensors used in each layer are double-sided silicon strips (DSSDs), with n-doped
silicon at one side and p-doped silicon at the other, with electrons liberated by charged
particle hits traversing the strips towards the n-doped side.
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Figure 2.5: The Belle IT SVD, containing four layers of silicon strip sensors with a distance
of 20.4 cm separating the inner and outermost layers [49].

2.3.3 Central Drift Chamber (CDC)

The Central Drift Chamber, located at a radial distance of 160 mm, 20 mm out from the
fourth layer of the SVD, is a large chamber designed for a number of key purposes. It rein-
forces the tracking capabilities of the PXD and SVD and forms a crucial component in the
reconstruction of charged particle tracks and the precise determination of track momenta.
However, it holds the additional benefit of also being able to provide information on the
identity of the charged tracks passing through the chamber. The CDC extends outwards
to a radial distance of 1130 mm around the beam-pipe, making it the largest of the inner
detector layers responsible for charged particle tracking [49].

The Belle II CDC is modeled closely on the CDC incorporated within Belle, which was
highly successful in its performance. It consists of a total of 14336 drift cells arranged in
layers, an improvement on the 8400 employed at Belle [45], with each drift cell filled with
a mixture of helium and ethane gases in equal proportions. Charged tracks ionise the gases
as they pass through the drift cells, releasing electrons that then drift towards sensor wires
that register and amplify the signals. The measurement of the drift time of the electrons
together with the location of the sensor wire hits can be used for the reconstruction of
charged particle tracks. Additionally, the level of kinetic energy lost by each track as it
ionises the gas within a cell can be measured. It is here that the CDC is able to contribute
to particle identification, with different charged particles possessing characteristic signatures
in their distributions of Cfi—f, the energy loss as a function of distance. In this way, tracks
with particularly low momentum that are unable to reach the additional detector components
designed for particle identification (described in the upcoming section) can often be identified
using the CDC alone. The arrangement of wires within the CDC is illustrated in Figure 2.6,
with a higher density observed in the inner layers to accommodate the increased levels of
beam background.
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2.3.4 Particle Identification Components

Whilst the CDC proves useful in determining the identity of charged tracks, two independent
particle identification systems are also incorporated into the Belle II detector just beyond
the CDC, and boast a superior performance. These are the Time-Of-Propagation (TOP)
counter and the Aerogel Ring-Tmaging Cherenkov detector (ARICH), each located at desig-
nated regions for sufficient coverage of the entirety of the detector.

The beam-pipe housing the two incoming electron and positron beams must pass through
the detector, and thus when referring to Belle II, it is common to divide the detector into
two sections, namely the barrel region and the endcaps. The barrel refers to the region of
the detector located at radial distances from the beam-pipe, with the two endcaps referring
to the left- and right-most detector walls surrounding the beam-pipe at each end. Addi-
tionally, due to the beam asymmetry and the consequent lab-frame boost, the two endcaps
are termed forward and backward, with the forward endcap defined as the one facing the
incoming electron beam and resultant boost. The structure of the barrel and endcap regions
can be clearly distinguished in Figure 2.3.

Linear-array type 2z
photon detector

Figure 2.7: An illustration of the Belle IT TOP counter depicting the total internal reflection
of a Cherenkov photon through the quartz radiator [49].

The TOP counter lies in the barrel region of the detector, and consists of 16 2.7 m long
modules distributed azimuthally around the beam-line [52]. Each module is comprised of
a length of quartz acting as a radiator, with a spherical mirror attached to one end, and a
prism wedge at the other. When a charged particle passes through the quartz bars with a
velocity higher than the associated speed of light for the medium, Cherenkov radiation is
produced, with the resulting photons traversing the length of the bar via total internal re-
flection, arriving at a series of photo-multiplier tubes attached to the prism. A 3-dimensional
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Cherenkov image can then be simulated using the spatial coordinates and time of arrival of
the Cherenkov photons, and charged particles can be discriminated based on these generated
images. For Belle II, the TOP counter has replaced the equivalent Belle detector compo-
nent, the Time-Of-Flight (TOF) detector, with the TOP designed particularly to improve
the kaon-pion (K /) separation capabilities.

acrogel photon detector
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Figure 2.8: A representation of the Cherenkov ring-imaging technique employed by the
ARICH detector [49].

Conversely, the ARICH detector is located at the forward endcap, and whilst differing
in structure to the TOP counter, it also relies on Cherenkov radiation imaging for charged
particle identification. It spans a 3.5 m? area of the endcap in two layers, with a radiator
layer of aerogel tiles separated from a plane of photon detectors by a distance of 200 mm [53].
Planar mirrors surround the edges of the entire system to redirect the Cherenkov photons
produced in the aerogel to the photon detector region. The large volume between the two
layers allows the trajectories of the emerging photons to diverge enough that the incident
photons form a ring on the detector plane, resulting in the Cherenkov image used for particle
discrimination. The ARICH has similarly replaced the Aerogel Cherenkov Counter (ACC)
configuration used at Belle, with improved kaon-pion separation over a large momentum
range, and reasonable separation between pions, muons and electrons at momenta under 1

GeV [49].
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2.3.5 Electromagnetic Calorimeter (ECL)

The Electromagnetic Calorimeter, extending over both the barrel and endcap regions of the
detector, encases all of the aforementioned components and forms the second-to-last detec-
tor layer of Belle II. It is responsible for a number of key tasks including the detection of
photons which, being neutral particles, are not detected by any of the former components.
The ECL not only detects these photons, but is able to determine their energies and angular
coordinates with good precision. Another primary role of the ECL is in determining the
energy loss of charged tracks, a property ultimately used for the identification of electrons.
The ECL also contributes to the detection of K? mesons alongside the KLM introduced in
the following section.

As for the structure of the ECL, a total of 8736 scintillator crystals cover a polar angle
range of ~ 12° < # < 155° with 6624 and 2112 divided between the barrel and endcaps,
respectively [49]. When ionising particles enter the scintillator crystals, their energy is ab-
sorbed and re-emitted in the form of photons, which are then detected via photo-diodes
glued to each crystal. The same crystals have been inherited from Belle for the Belle II
ECL, due to only minimal damage received during the run-time of KEKB. At present, the
crystals are made of Thallium-activated Cesium Iodide, CsI(T1), a scintillating material with
a considerably large light output. However, discussion and research are currently ongoing
to upgrade the crystals to pure Cesium lodide (Csl), at least in the end-cap region [50]. Al-
though these produce a considerably lower light output, the decay time between the energy
deposits and the emittance of photons is substantially shorter. The ECL electronics have
also been significantly upgraded since Belle, with major improvements to the readout time
achieved.

2.3.6 K-Long (K?) and Muon (1) Detector (KLM)

Finally, the K9 and p detector, the outermost layer of the detector similarly sectioned into
the barrel and endcap regions, is designed for the detection and identification of muons and
neutral K9 mesons. It is located outside of the super-conducting solenoid used to provide
the 1.5 T magnetic field to the detector, which occupies the space between the ECL and
the KLM, as can be seen in Figure 2.3. The angular coverage of the KLM is comparable
to that of the ECL with a 20° < # < 155° range in polar angle, and polyethylene sheets
shield the KLM from multiple backgrounds including neutrons produced from beam back-
ground processes. Resembling closely the successful Belle KLM, detector elements known as
resistive plate chambers (RPCs) are wedged between 4.7 cm thick iron plates in the barrel.
When hadrons deposit energy into the ECL or collide with the iron plates, they interact
strongly such that a characteristic shower of secondary hadrons is produced. These traverse
the iron plates and are detected by the RPCs via the charged hadrons present in the shower.
Each RPC consists of two parallel electrode sheets made from an insulating substance known
as float glass across which a high voltage is applied. Charged particles can ionise the gas
between the electrodes, with electrons and ions accelerated to the anode and cathode, re-
spectively. At the end-caps, however, RPCs are no longer optimal when contending with
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the higher luminosity beam background effects, and polystyrene scintillator strips are used
in lieu of the RPCs within both the forward and backward endcaps [54].

Much like photons, neutral hadrons including K9 mesons cannot be detected by the
charged particle tracking sub-detectors, and are only able to deposit energy within the ECL
and/or the KLM. Given this, clusters registered only in the KL.M, or aligned clusters in both
the ECL and KLM that cannot be matched to any charged particle track, strongly indicate
the presence of a neutral hadron. Due to the neutron shielding, such cases are interpreted as
arising from K? mesons, with neutrons contributing to the observed background. In general,
the energies characteristic of K9 mesons are quite low, resulting in a poor energy resolution
for K9 mesons detected in the KLM.

The nature of the momentum of the muons produced at Belle and Belle II is such that
the muons are most often low ionising, and can traverse the ECL and even the iron plates
with minimal energy loss. As such, muons produce non-shower hits in the KLM that can
be matched to tracks in the CDC [55]. This provides a useful feature for the discrimination

between muons and charged hadrons, particularly pions, that do generate hadronic showers
within the KLM.

2.3.7 Triggering and Data Acquisition

As explained, the sub-detectors described above are designed for particle tracking and iden-
tification based on certain signatures or hits occurring within the component geometry. This
functionality is achieved through an efficient data acquisition system including a number
of triggers associated with certain criteria by which the various physics processes occurring
within the Belle II environment, including beam background, continuum and Y (4S) events
can be detected. The triggering system developed for Belle II was similarly modeled after
the Belle system with advancements in the technology used, and consists of five sub-triggers
activated by hits in the various detector components. These sub-trigger signals are then
passed to the Global Decision Logic (GDL), which combines the information received from
each sub-trigger system to make a final decision regarding the nature of the detected event,
as per a number of secondary criteria [56]. This triggering system is depicted in Figure 2.9,
with the sub-triggers shown associated with the CDC tracking, ECL and KLM clustering
and the particle identification capabilities of the ECL (EPID) and TOP and ARICH detec-
tors located in the barrel (BPID).

2.4 The Belle IT Analysis Software Framework (basf2)

The Belle IT Analysis Software Framework, abbreviated to basf2; is the term used to refer
to the entire suite of software utilised throughout the Belle II experiment [57]. This extends
not only to software used for physics analysis, but software related to the simulation and
monitoring of the detector. The framework is primarily programmed using C++-, but Python
is the main language chosen for writing scripts that get executed by the framework. This
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Figure 2.9: The structure of the Belle II triggering system, with the quoted information from
each sub-trigger passed to the Global Decision Logic (GDL) [49].

is a significant shift from the Belle Analysis Software Framework (BASF) used in the Belle
Experiment, which was programmed using a mixture of C, C++ and Fortran, with C++
being the primary language used for writing analysis scripts [58]. Basf2 also incorporates
multiple independent libraries into the framework, with the most notable one being ROOT
[59], a scientific software framework used for physics analysis developed at the European
Organization for Nuclear Research, CERN, in Geneva. Other relevant external packages
include EvtGen [60], used for the simulation of particle decays, particularly those of B
and D-mesons, and Geant4 [61], responsible for simulating the interaction and consequent
detection of particles by the various sub-detectors.
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2.4.1 Framework Structure

The processing of data within basf2 relies on the use of modules, which are linearly arranged
in what is termed a path [57]. The modules are self-contained processing blocks responsible
for particular tasks which span a vast range of applications, such as reading information from
and writing information to files, simulating particle decay and detection, and multivariate
classification. When processing a path, the individual modules are read and implemented in
order.

Module chain

Path
Module| |[Module| |Module| |Module

#1 #2 #3 #4
A

\ 4 \/ \ 4 \
DataStore

Figure 2.10: The basf2 data processing chain. Modules are arranged and executed linearly
in a path, exchanging information using the DataStore [57].

Upon executing a path with multiple modules, data often needs to be shared between
them. A primary example would be an analysis script that generates a number of Y (4S)
particles, and simulates their decay into subsequent particles which propagate through and
interact with the detector. Such a script is known as a steering file, written in Python, and
first creates and then executes a path containing the relevant modules. In this example,
data including the list of particles involved in the Y (4S) decays, ECL and KLM cluster in-
formation, and particle track information needs to be accessed by multiple modules. This is
implemented within basf2 using the DataStore, which is a common storage available within
the framework. Relevant data is stored in the DataStore as data-objects, with the afore-
mentioned examples being ParticleLists, ECLClusters, KLMClusters and Tracks. All
modules are able to read from and write to the DataStore, forming an efficient method of
data processing. A schematic of the basf2 data processing chain is depicted in Figure 2.10.
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2.4.2 Monte Carlo (MC)

Simulated data, or Monte Carlo, is a valuable tool in many high energy physics applications.
Within the scope of Belle II, Monte Carlo refers to the generation of particle decay events,
such as those of an Y(4S), and the simulation of how these decay products interact and
are subsequently detected by the relevant Belle II sub-detectors. Through studying the
simulation of the detector response to various generated collisions, analysis techniques can
be optimised for use on real data. The Belle II collaboration conducts official MC productions
for many different decay processes that are available for use, and are referenced throughout
this report. The production of Monte Carlo at Belle II consists of two stages:

1. Event Generation: Using the EvtGen package [60], full particle decay events are simu-
lated. Users can select the required number of decay events, and can choose to specify
any desired decay modes and their amplitudes, or default to current theoretical and ex-
perimental values. The particle mother may decay directly to the final particles in the
chain, or to intermediate particles that further decay to produce these final-state par-
ticles. This step is entirely detector-independent, and is referred to as generator-level
MC.

2. Event Simulation: The generated particles are then propagated throughout the detec-
tor. Final-state particles interact with the various sub-detectors including the ECL
and KLM, the simulation of which is performed using the Geant4 package [61]. This
results in simulated clusters in the ECL and KLM, as well as simulated particle tracks
that can be matched to these clusters.

The result of this two-step process is a set of simulated ECL and KLM clusters along with
particle tracks. This information can be used to reconstruct the final-state particles and
subsequently the entire decay chain.

Unlike real data, MC provides the unique opportunity to access not only the result of the
reconstruction from detector information, but also the input generated particles. As such,
the generator-level MC is often referred to as the MC truth. basf2 implements a process by
which reconstructed-level and generator-level information can be compared, or matched, in
order to determine whether a certain particle has been reconstructed correctly. This process
is invaluable in providing estimates of the quality of reconstruction that can be extrapolated
to real data, for which no truth information is known.

2.4.3 Multivariate Classification

Multivariate classification is an extremely valuable tool used in a variety of different appli-
cations, with language recognition technology, internet search engines and email spam filters
being some of a multitude of examples. It refers to the classification of data elements into
several given categories using a number of input variables, and is often performed via the
use of machine learning techniques. In these cases, in order for the classification to be mean-
ingful, these techniques must be trained on large samples of data that have been categorised
correctly.
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Multivariate classification can be performed in several ways, including categorical meth-
ods (sorting data into independent categories such as languages) and ordinal methods (sort-
ing data into ordered categories such as whether a duration is ‘short’, ‘medium’, or ‘long’).
However, most relevant for physics analyses, and the classification method that is described
in detail below, is a numerical-based method. A typical use for multivariate classification
in high energy physics analyses such as those performed at Belle II is the classification of
particles or decay events as being either signal or background. When studying a particle
decay of interest in particle collider experiments, these decay events, termed signal events,
are produced alongside a multitude of other particle decays forming various types of back-
grounds. Multivariate classification methods, after being trained on large samples of Monte
Carlo containing a mixture of known signal and background events, aim to classify unseen
data into one of these two categories. The Full Event Interpretation algorithm discussed at
length in the coming chapter is a key example of the use of multivariate classification for
this purpose [13].

In practice, the numerical method of multivariate classification employed in the tech-
niques discussed throughout this thesis involves defining a multi-dimensional vector x for
each reconstructed particle candidate involved in a decay [62]. The elements of the vector,
termed features, can include variables such as particle momentum and decay vertex infor-
mation among many other quantities. This multi-dimensional feature vector x can then
be mapped onto a one-dimensional number known as a test-statistic 7. Upon training the
classification on large numbers of simulated Monte Carlo containing both signal and back-
ground decay events, the distribution of the test-statistic provides a meaningful way in which
to discriminate between the two categories.

Figure 2.11 shows an example of a test-statistic distribution for a particular feature vector
x, in which two distinct peaks are observed. Given a particular null hypothesis Hy, such as
that corresponding to the default assumption that x is signal, an alternate hypothesis H;
exists capable of rejecting the null hypothesis, in this case referring to the determination
of x as background. These conditions can be associated with probability density functions
(PDFs) T'(x|Hy) and T'(x|H,) for signal and background respectively, where

T, T,
STZ T'(x|Hy), STZ T(x|H,)

represent the probability that x will be considered signal or background within a certain range
of the test-statistic (T, < T" < T}). These PDF's are normalised to satisfy the conditions of
probability:

0

S T(x|H) =1
After training, a critical value of the test-statistic 7, can be chosen above which particle
candidates can be considered signal. This naturally results in errors whereby candidates are
misidentified. As seen in Figure 2.11,

o = &, T(x|Ho)
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Figure 2.11: An example distribution of the test-statistic 7" for signal T'(x|Hy) and back-
ground T'(x|H;) PDFs. Above a critical value T, all candidates are considered signal. a and
[ represent the errors associated with candidates misidentified as background and signal,
respectively [62].

represents the probability of errors in which signal candidates are misidentified as back-
ground, and

B =y T(x|Hy)

represents the probability of errors in which background candidates are misidentified as sig-
nal. A number of multivariate classification techniques are supported by basf2.

Artificial Neural Networks

Artificial neural networks are computing applications that consist of multiple different inter-
connected nodes, or neurons, present in different layers. Each neuron in a layer is connected
to each neuron in the adjacent layer, forming a complex network resembling the structure
of the biological brain, after which the technique is named. A signal can be transferred
along the connections between neurons, with each connection given an associated weight,
w, that represents the strength of the connection. These weights are modified throughout
the training process in what is known as machine learning. An example of the structure of
an artificial neural network is depicted in Figure 2.12. In practice, the neurons of the first
layer correspond to the elements of the input feature vector described above, with the final
layer being synonymous with the output test-statistic. The NeuroBayes package [63] was the
chosen software for artificial neural network analysis in the Belle Experiment. Basf2, how-
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ever, now employs the use of the external ROOT-based Toolkit for Multivariate Analysis,
or TMVA package [64], which is tailored for high energy physics applications and provides
multiple different techniques for multivariate analysis.

input layer
hidden layer

output layer

Figure 2.12: A schematic of an artificial neural network, with neurons interconnected between
layers [65]. The subscripts 7,7 and k refer to the indices of successive layers.

Boosted Decision Trees (BDTs)

An alternative method for the execution of multi-variate analysis available in basf2 involves
the use of decision tree classification. In this method, input features are evaluated against
particular criteria by which they are then split into categories. This classification then prop-
agates down a structure referred to as a decision tree, whereby categories at each node
are further split based on relevant variables, and a multi-variate classifier is trained. The
typical structure of a decision tree is illustrated in Figure 2.13. Individual decision trees,
however, are particularly sensitive to over-training [62], and an extended method known as
boosted decision tree learning exists with the purpose of counteracting this effect. In this
technique, multiple decision trees are used, each with a minimal number of nodes to prevent
over-training. Each tree is assigned a weight, w;, and the final classifier output is obtained
through the weighted sum of the classifiers resulting from these weaker trees in order to
produce a stronger classifier output.

The FastBDT software [66] is the primary BDT-learning technique incorporated within

basf2, and is more specifically an example of a stochastic gradient-boosted decision tree
method. The gradient boost refers to one of multiple potential algorithms existing for the
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determination of the weights described in detail here [67], with the stochastic descriptor
referring to the fact that only a random subset of the input statistics are chosen for the
classifier training. This in turn allows the resultant classifiers to better discriminate between
signal and background when applied to unseen data [62]. The Full Event Interpretation, be-
ing the focus of this study and described in detail in the following chapter, utilises FastBDT
as its machine learning algorithm of choice.

<3

y<l z<4

z2<H r <9
0.2] [0.3 i0.8||0.4i 0.7 0.'5/i

Figure 2.13: The structure of a single decision tree, depicting the categorisation of data at
each node and the resultant trained classifiers [66]. The variables x, y and z are generic
variables representing key selection criteria that can be used to discriminate between signal-
and background-like events, such as particle momenta and identification information recon-
structed from data collected by the various Belle II sub-detectors.
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Chapter 3

The Full Event Interpretation

In the context of electron-positron collider experiments such as Belle and Belle 11, the re-
construction of full Y(4S) events containing B-meson decay modes of interest is achieved
through two main reconstruction methods, namely tagged and untagged analyses. In such
events, the decays of the daughter B-mesons can be precisely established, inferring the ex-
istence of the parent Y(4S) meson with an initial state that can be deduced from the finely
tuned energies of the incident electron and positron beams. Both reconstruction methods
benefit from this knowledge, with kinematic information corresponding to the desired signal
decay, or B4, able to be determined from 4-momentum conservation of the entire event. In
the following sections, the two reconstruction methods will be explained in detail, followed
by an in-depth description of the machine learning algorithm used for tagged analyses at
Belle II, the Full Event Interpretation (FEI) [13].

3.1 Reconstruction Methods

3.1.1 Tagged Analysis

In tagged analyses involving the decay of an Y(4S) to two B-meson daughters, in addition
to the reconstruction of the desired Bj;, decay mode, the second B-meson associated with
the event, the B,,4, is also reconstructed using a number of exclusive decay channels. In
this way, the reconstruction of the entire Y(4S) decay chain is achieved. The By,, decay
modes can be either hadronic or semi-leptonic in nature, with examples of these presented
in Figures 3.1(a) and 3.1(b), respectively, for a By;, decay mode of particular relevance to
this study, B, — 7’e*v,.

Hadronic and semi-leptonic tags differ significantly in their treatment of leptonic and
semi-leptonic By, decay modes, due to the presence of neutrinos. As described in Chapter
1, neutrinos are the lone fundamental particles known to interact only via the weak force. As
such, they possess a significantly low interaction cross-section, and are unable to be detected
in collider experiments such as Belle II, subsequently carrying energy and momentum away
from systems in which they are present in the decay products. For (semi-)leptonic By;, decay
modes, Y (4S) events consisting of hadronic By,, daughters therefore possess a single source
of missing 4-momentum assigned to the signal side. Thus, taking into account the initial
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state of the T (4S), the 4-momentum vector of the signal-side neutrino can be determined via
4-momentum conservation. This is not the case, however, for T (4S) decays to semi-leptonic
B,,, daughters, in which neutrinos can be present on both the tag and signal sides of the
event. Under such circumstances, the 4-momentum of the signal-side neutrino can no longer
be exactly determined via 4-momentum conservation.

(a) Hadronic tag (b) Semi-leptonic tag

Figure 3.1: Schematics giving examples of Y (4S) events containing a Bj,, and By;, decaying

as B;;g — mety,, with 7 — ~v. Dashed lines represent undetected neutrinos.

3.1.2 Untagged Analysis

In contrast to tagged analyses, untagged analyses require only the reconstruction of the By,
daughter from an Y (4S) decay, with all remaining particles in the event built from detector
information assumed to have arisen from the second B-meson. Since no explicit By, is
reconstructed, in the combination of the 4-momentum of these particles suitable selections
must be implemented to retain only those events consistent with the nature of B-meson
decays. Given that no neutrinos interact with the detector, it is likewise assumed that the
only neutrinos present in an Y(4S) event are associated with the By;, decay. In this way, a
value for the 4-momentum of the signal-side neutrino can be determined, though the preci-
sion of such a measurement is inferior to the hadronic tagged analysis able to reconstruct the
entirety of the YT (4S) decay chain excepting the signal neutrino. A representation of a typical

untagged analysis in depicted in Figure 3.2, for the semi-leptonic signal decay B;g — et .

3.2 Overview of Algorithm

The studies performed and detailed throughout the remainder of this thesis take the tagged
approach, utilising the hadronic tagging capability of the comprehensive FEI algorithm [13].
The FEI is the signature analysis tool available in basf2 for conducting tagged analyses and
employs the use of multi-variate classification to effectively discriminate between signal and
background decay events. It follows the same general approach as the equivalent technique
that was used for the Belle Experiment, termed Full Reconstruction (FR) [32], but with
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Figure 3.2: Schematic showing an untagged analysis of an Y (4S) event with daughter By,

decaying as B} ;s 7letv,, with 7% — ~7. No second B-meson is explicitly reconstructed.

several improvements and added features that are discussed in detail in the coming sections.
As mentioned in Section 2.4.3, the FEI is a boosted decision tree-based algorithm developed
using the FastBDT software [66].

In a collection of T(4S) decays, a typical analysis using a tagged approach will select those
events in which both By, and By, daughters can be reconstructed. However, event recon-
struction is very rarely perfect and often includes errors such as final state particles being
misidentified, an example of this being a kaon incorrectly identified as a pion, some daughter
particles being assigned to the wrong B-meson, or missing particles that go completely unde-
tected for reasons such as escaping down the beam-pipe. It is therefore extremely valuable to
optimise the reconstruction method to produce as many correctly reconstructed candidates
as possible. The FEI algorithm achieves this through first being trained on large amounts
of Monte Carlo (MC) data in which MC matching can be used to access the truth informa-
tion for each candidate. Using multi-variate analysis, the FEI utilises this truth information
to learn to reconstruct full T(4S) decay events with the highest possible efficiency and purity.

The FEI tagging algorithm is trained in stages using a hierarchical approach that first
uses detector information including tracks, ECL and KLM clusters to build final-state par-
ticle candidates [68]. A multi-variate classifier (MVC) is trained for each final-state particle
using a number of relevant input variables detailed below, the result of which is summarised
in a variable named the SignalProbability. This variable is related to the probability that
a certain candidate is correctly reconstructed, and thus acts as a useful, tunable discriminant
between signal and background events. The final-state particle candidates are then recon-
structed into intermediate particle candidates within a variety of allowed decay channels,
and a multi-variate classifier is trained for each individual channel that uses the final-state
particle MVCs as input amongst other relevant variables. Finally, these intermediate candi-
dates are used to build the mother B-mesons, with yet another MVC being trained for each
reconstructed decay channel. In this way, the algorithm is trained stage by stage, with the
SignalProbability of the candidates reconstructed at each level forming part of the input
for the training of the MVCs performed in the following stages. This hierarchical approach
is depicted in Figure 3.3.
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Tracks Displaced Vertices Neutral Clusters

Figure 3.3: The hierarchical structure of the FEI tagging algorithm. Detector information
including tracks and clusters is first used to reconstruct and train a classifier for each final-
state particle. Intermediate particles are then reconstructed in stages, with the classifier
output of each stage taken as input for the classifier training of the successive stage [13].

3.3 Input Variables Used for Classifier Training

The following variables are used as input into the multi-variate classifiers to determine the
resulting SignalProbability of each candidate [69]:

3.3.1 Final-state Particles (FSPs)
Charged FSPs: e*, u*, 7%, K+, p*

e Particle identification (ID) variables: In basf2, a particle ID exists for each
charged FSP which represents the likelihood ratio that a particular charged track is in
fact the named particle as opposed to any other charged FSP. Each particle ID varies
between 0 and 1, with higher values indicative of a greater likelihood that the charged
track was created by the named FSP. The particle ID variables used in the multivari-
ate classifier training are namely the electronID, muonID, protonID, and kaonID. A
particle ID variable also exists for pions, pionID, but is not included in the training
variables as any charged track with low values for the remaining four particle IDs can
safely be assumed to be a pion. The deuteron is an additional charged final-state par-

ticle with an associated particle ID (deuteronID), but is not incorporated within the
FEL

e Track momentum variables: These include the magnitude of the total momentum
p, as well as the individual transverse and z components of the momentum, p; and p,
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respectively. These variables are useful for discriminating between tracks originating
from different FSPs with characteristic momentum distributions.

Track impact-parameters: The interaction point is defined as the point at which
the electron-positron collision occurs. For any given track, the distance between the
interaction point and the point closest to this on the track can be calculated. The
radial, d,, and z-components, d., of this distance are referred to as impact-parameters
and they provide a way to discriminate well between particles produced at earlier stages
in the decay chain, and those produced in subsequent decays with tracks originating
further from the interaction point.

Track y? probability: All tracks are built from detector information and are fitted
with an associated y? probability. Higher values of this probability indicate a more
precise track fit, and so this variable is also passed to the MVC training.

Particle rank: When reconstructing particles at any point in a decay chain, there are
often many candidates in the output that fit the reconstruction criteria, though only
one of these candidates actually corresponds to the true particle. As such, in order to
reduce combinatorics and unnecessary computing time, the FEI utilises a basf2 feature
known as the best candidate selection, whereby a list of candidates can be ranked in
ascending or descending order based on the values they possess for a particular variable.
The FEI employs this technique for most particles to select only a subset of candidates
most likely to be correct.

For the charged final-state particles reconstructed by the FEI, an initial pre-classifier
selection, also commonly referred to as a ‘cut’, is made on the impact-parameters of
all charged tracks. A discussion on the pre- and post-classifier cuts made during the
FEI is left to Section 3.4, with this simply noted here. All candidates surviving this
selection are then ranked from highest to lowest according to the relevant particle
ID for each FSP (electronID, muonID, pionID, protonID and kaonID), and only the
best 20 candidates are kept for the pion, proton and kaon cases, and only 10 for the
electron and muon cases. The rank of each candidate in the list is stored and this rank
is also used as an input variable for training. Illustrating this with an example, for the
training of the classifier of an electron, all tracks surviving the above pre-cut are then
ranked in order of electronID, with the most electron-like candidate given the rank
of first. Only the 10 most electron-like candidates are kept, and their associated rank
in the list is taken into account by the classifier training.

Photons: v

Number of ECL cluster hits: When a particle deposits energy into the ECL,
multiple crystals may be hit producing an associated cluster. The number of crystals
hit for any particular cluster, clusterNHits, is a useful discriminating variable between
particles with characteristic energy deposits.

ECL cluster region: The clusterReg variable simply returns which of the three
regions of the ECL the cluster was found in, that is, the forward, backward and barrel
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regions. This is valuable information as the geometry of the ECL crystals differs
between these three regions.

e ECL cluster timing: The time of detection of each cluster is recorded and the
clusterTiming variable forms another input for the MVC training. The timing of
cluster detection from known electron-positron conditions can be distinguished rela-
tively well from that of clusters produced from beam background events.

e ECL cluster shape: Another significant aspect of cluster discrimination is the cluster
shape, which is primarily described by the variable E9QE25. This represents the ratio of
the energy deposited in the inner 3x3 crystals of the cluster and the energy deposited
in the outer 5x5 crystals. The value of E9E25 can be used to distinguish between
particles with different characteristic deposits in the calorimeter.

e Energy and momentum: The energy E and transverse and z-components of the
momentum, p; and p, of the photon candidates are also passed to the classifier training.

e Particle rank: The appropriate pre-cut is applied to all photon candidates and they
are then ranked from highest to lowest according to their energy. The best 40 candi-
dates are kept and the ranks of each candidate are used as input for the MVC training.

K? mesons

e Energy: The energy E of each K candidate is passed to the classifier training.

e KLM cluster timing: The time of detection of each cluster in the KLLM is also used,
analogous to the use of ECL cluster timing for training photon classifiers.

3.3.2 Intermediate Particles

70 mesons

e Invariant mass: The invariant or rest mass of 7° candidates is an important input

variable due to the fact that the 7° mass is well-known and experimentally established

to be 135 MeV, as recorded by the Particle Data Group (PDG) [20]. Candidates with
an invariant mass close to this value are more likely to correspond to true 7° mesons.
Two variables are passed to the classifier training, namely, the invariant mass M itself,
and the absolute value of the variable |dM|, which is defined as the difference between

the mass of the candidate and the nominal mass as given by the PDG.

e Angle between photon daughters: 7° mesons decay to a pair of photons approxi-

mately 99% of the time [20]. The angle between the flight directions of both daughter
photons is a useful quantity containing kinematic information about this decay.

e Daughter SignalProbability: As the 7° mesons are intermediate particles built
from final-state neutral photons, the output from the photon classifier training, that
is, the photon SignalProbability, is used as part of the input to the 7° classifier.
This reflects how the hierarchical structure of the FEI is accomplished in practice.
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Energy and momentum: The energy E and transverse and z-components of the
momentum, p; and p, are also included for 7 mesons.

Particle rank: After the relevant pre-cut for 7 mesons is applied, the candidates are
then ranked from those with the lowest values of |dM| to those with higher values. The
best 20 candidates are then kept and the ranks of each are also passed to the classifier
training.

K? mesons, A° and X* baryons

Distance variables: For charged FSPs that produce tracks, the impact-parameters
are measured between the interaction point and the closest point of the track, as
mentioned above. In the case of intermediate particles that decay within the geometry
of the detector, the equivalent distance is that between the interaction point and the
decay vertex of the particle reconstructed from its daughters. The magnitude of the
total displacement vector, given the variable name of distance in basf2, as well as the
radial and z-components of this distance, dr and dz, are included as input variables.
The significance of the distance forms another variable passed to the classifier, and
this is defined as the ratio between the measured distance and the uncertainty of this
measurement. This indicates that the more precise our determination of the particle
vertex position, the more meaningful distance variables will be when considered by the
MVC training.

x? probability: The x? probability for intermediate particles is associated with the
quality of the decay vertex position fit, as opposed to the track fit when used as input
for charged FSPs.

Angle between vertex position and particle momentum: This refers to the
angle between the intermediate particle momentum vector and the distance vector
formed between the interaction point and the particle decay vertex, and is given the
name

cosAngleBetweenMomentumAndVertexVector in basf2. This variable contains relevant
information related to the particle flight direction and the kinematics of its decay.

Invariant mass: Much like for 7° mesons, the invariant mass M of the reconstructed
candidates as well as the absolute value of the difference |dM| between these values and
the nominal masses as quoted by the PDG [20], form input variables to the classifier.

Energy: The energies E of the candidates calculated in their rest frames are also
included.

Angle between daughters: The angle between the flight direction vectors of the
particle daughters provides useful kinematic information in addition to the energy, and
this forms yet another input variable.

Daughter momenta and distance variables: The magnitude of the momentum p
of each daughter candidate calculated in their rest frames is also passed as kinematic
information to the classifier. Additionally, the radial and z- distance variables d, and
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d, of each daughter are used, and these are crucial to the determination of the decay
vertex.

Daughter SignalProbability: As previously discussed, the SignalProbability de-
termined from the classifier training of each daughter is used as input to the classifier
training of the parent particle.

Particle rank: Finally, the particle rank is included in a similar way to the treatment
of 7 mesons. After the relevant pre-classifier cut, K2, A and % candidates are ranked
from lowest to highest according to their values of [dM|. The best 20 candidates are
kept for each particle, and their ranks are passed to the classifier training.

A¥ baryons, J/¥ mesons, D-mesons: D°, D* D, D* D** D¥

Daughter SignalProbability: The SignalProbability of each daughter is used as
input, as well as the product of these probabilities for each daughter.

x? probability: The x? probability associated with the decay vertex fit is used, as
well as the relevant x? probability for each daughter. For charged final-state daughters,
this is the x? probability of the track fit, or alternatively for daughters that undergo
subsequent decay, this refers to the y? probability of the fit of the secondary decay
vertex.

Invariant mass: Both the difference between the invariant mass of the candidates
and the established nominal mass dM as well as the absolute value of this difference
|dM | are used as classifier input for these intermediate particles. The invariant mass of
each potential combination of the candidate daughters is also passed to the training.

Angle between vertex position and particle momentum: This is defined in the
same way as described above for K2 mesons, and contains kinematic information.

Daughter momenta and distance variables: In a similar manner to the treatment
of K2 mesons, the magnitude of the momentum p of each particle daughter candidate
calculated in its rest frame forms an input variable, together with the magnitude of the
distance vector from the interaction point to each daughter track or secondary vertex.

Decay angles: A number of relevant decay angles associated with these intermediate
particles are also passed to the classifier training. These include the angles between
the mother momentum vector and the momentum vector of each daughter, as well as
the angles between the momentum vectors of each daughter particle with one another.

Released energy in decay: This corresponds to a quantity denoted () and is calcu-
lated by subtracting the sum of the invariant mass of all daughter candidates from the
invariant mass of the parent intermediate particle. A related variable d(@) is also defined
and corresponds to the difference between the released energy for each candidate and
the established nominal value. Both @) and d(@) form input variables to the classifier.
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Particle rank: After the relevant pre-cuts, D*°, D** and D candidates are ranked
from lowest to highest according to their values of |d@|, with 20 candidates retained.
A¥ baryons and J/W¥, D, D* and D, mesons are ranked according to |dM]|, likewise
with 20 candidates kept. These particle ranks are similarly passed to the classifier
training.

Daughter decayModeID: Particles that decay within the geometry of the detector
often have multiple possible decay modes, with these incorporated within the FEI. The
FEI framework thus assigns an index to the decay channels of each of these particles,
named the decayModeID, ranging from 0 to the number of supported channels. The
decayModeIDs of the daughters of the A* baryons, J/¥ and various D-mesons all form
part of the input to the classifier training.

3.3.3 B-mesons: B’, B*

Many of the input variables passed to the B-meson classifiers have been described in detail
in the previous sections. These are simply listed below, with unique variables accompanied
by descriptions.

Daughter SignalProbability: The SignalProbability of each daughter, and the
product of the SignalProbability of all daughters.

x? probability: The y? probability of the B-meson decay vertex fit, and daughter
track or secondary decay vertex fit.

Daughter momenta and distance variables: The magnitudes of the rest-frame
momentum p and distance vectors for each daughter.

Distance variables: The magnitude of the distance vector, along with individual
radial, x-, y-, and z- components, d,, d;, d,, d.. The significance of the distance is also
included.

Angle between vertex position and particle momentum.

Decay angles: The decay angles between the B-meson and each daughter, and be-
tween each daughter with all other daughters.

Energy difference: The energy difference AFE is defined as the difference between
the energy E'p of the B-meson candidate in the Y (4S) centre-of-mass (CMS) frame and
the CMS beam energy Fheam, or AE = Eg — Epeam. The beam energy corresponds to
half of the available energy in the centre-of-mass system. Since the Y(4S) decays to
two B-mesons of equal mass, true B-meson candidates should possess a value of AE
close to 0. For this reason, AFE is a crucial variable used for discriminating between
true and fake B-meson candidates, and is therefore used as an input variable for the
training of the classifiers.

Daughter decayModeID: The decayModeIDs of each daughter of the B-mesons are
also included.
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e Particle rank: The B-meson candidates are ranked from highest to lowest according
to the value of the product of the SignalProbability of all daughters. The best 20
candidates are kept, and their ranks are passed to the classifier training.

3.4 Cuts Made Within FEI Algorithm

The FEI algorithm is nominally designed to be trained on MC samples of the order of 100
million Y (4S) decay events. Multiple candidates are reconstructed for each particle, with
each particle mother being built with all possible combinations of daughter candidates. The
hierarchical nature of the FEI therefore leads to a significant increase in combinatorics at
each reconstruction stage, with the final reconstructed B-mesons being the result of millions
of possible combinations. As such, the computing time and CPU usage that the FEI would
require without making any selections to reduce the number of candidates at each stage
would be unreasonably large. Two categories of selection cuts are thus made throughout the
training of the FEI algorithm, and include cuts made before and after the training of MVCs
for each particle type. With all selections in place, the FEI training takes between 2-5 days
to run on the current KEK computing system, KEKCC, and requires 10-20 TB of disk space
during the training process.

3.4.1 Pre-classifier Cuts

One of the most useful ways of reducing combinatorics is to apply appropriate selections to
the particle candidates before any classifiers are trained. These cuts should be reasonably
loose and aim to remove only candidates that are very unlikely to correspond to true parti-
cles, such that computing time is not wasted passing variables from these candidates to the
classifier training. These pre-classifier cuts were alluded to in Section 3.3, and are quoted
below for each particle type as defined by the FEI algorithm.

Charged final-state particles (e*, u*, 7*, K*, p*): A simple cut on the track impact-
parameters is made to ensure the tracks are close enough to the interaction point:

d, <2 cm, and |dz| < 4 cm

Only the 20 7+, K* and p* candidates and 10 e* and pu* candidates with the highest par-
ticle ID values are retained.

Photons (7): Depending on whether the ECL cluster associated with a photon candi-
date is located in the forward region, barrel, or backward region, an appropriate cut on the
photon energy is made to distinguish candidates that have energies characteristic of true
photons. The values 1, 2, and 3 of the clusterReg variable correspond to the forward,
barrel and backward regions, respectively:

(clusterReg == 1 and F > 0.10 GeV) or (clusterReg == 2 and E > 0.09 GeV) or
(clusterReg == 3 and £ > 0.16 GeV)
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Only the 40 photon candidates with the highest energies are retained.

K? mesons: No pre-classifier cut is applied to the K9 mesons. Only the 20 K? candi-
dates with the lowest values of |dM| are retained, with |dM| calculated as the difference

between the reconstructed K? mass and the nominal neutral kaon mass as recorded by the
PDG, Myo = 498 MeV [20].

D*, D** D* mesons: Selections are made on the released energy @ of these D-meson
decays to ensure these are close to the nominal values:

0 GeV <@ < 0.3 GeV

Only the 20 D-meson candidates with the lowest values of |dQ)| are retained.

The pre-classifier cuts applied to the remainder of the intermediate particle lists corre-

spond to restricting the invariant mass to a suitable mass window, and are summarised in
Table 3.1.

Intermediate particle | Invariant mass cut (GeV) | Number of candidates re-
tained with lowest values of
M|

w0 0.08 < M <0.18 20

K 04 <M <06 20

D% D* 1.7T< M <195 20

Dt 1.68 < M < 2.1 20

J /v 26 <M < 3.7 20

AT 22 <M <24 20

A° 09<M<13 20

»E 1.0<M<14 20

Table 3.1: The invariant mass pre-cuts applied to a subset of the intermediate particles
reconstructed by the FEIL.

B*, BY mesons: For hadronic channels, cuts are applied to two meaningful kinematic
variables, the first of which being the energy difference AFE introduced in Section 3.3.3. As
mentioned, true B-meson candidates are expected to have a value of AE close to 0, and this
is reflected in an appropriate pre-classifier cut:

IAE| < 0.5 GeV

The other variable used for selection is the beam-constrained mass My, and this is defined
by the following formula:

MbC Y, Egeam _]52’
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where Epean is the aforementioned beam energy defined in the Y(4S) rest frame, and p’
corresponds to the reconstructed 3-momentum of the B-meson candidate. In essence, M, is
a quantity that is analogous to the invariant mass, but with the beam energy replacing the
B-meson energy such that the calculation does not rely on the B-meson mass determined
from its daughters. For this reason, selections are typically made on M, rather than the
invariant mass in order to improve resolution. True B-meson candidates should have M,
values close to the nominal B-meson mass of 5.28 GeV [20], and a loose cut is therefore
employed to reduce combinatorics before classifier training:

Mbc > 5.2 GeV

Only the 20 B-meson candidates with the highest product of the SignalProbability clas-
sifier outputs of each daughter are retained. Whilst being an effective discriminator between
B-mesons likely to be correctly or incorrectly reconstructed along the decay chain, this cut
leaves the method prone to discarding good B-meson candidates in such a case that the
SignalProbability of a single daughter is set to 0 due to a failing of the algorithm. No
pre-classifier cuts are applied to the B-meson semi-leptonic decay modes.

It should be noted that in all of the above cases, the number of candidates retained cor-
responds to the maximum possible number, that is, a channel with a number of candidates
less than or equal to the defined cut-off will retain all candidates after such a pre-cut is ap-
plied. It is therefore pertinent that the cut-off values are reasonably defined for each particle
type to remain considerably loose whilst also avoiding such cases in which all candidates
are able to pass the implemented cut. All values quoted represent the default configura-
tion of the FEI given the suggested order of input training events, with the opportunity
available for individual users to override these cut-off values with their desired alternatives.
No such changes were made for the analysis presented throughout this thesis, with the FEI
implemented using the default configuration.

3.4.2 Post-classifier Cuts

After selecting a number of candidates to proceed to the classifier training, additional cuts can
then be made on the list of candidates once the classifiers have been trained. Each candidate
has a SignalProbability now associated with it as a result of the training, and this can
be used as an additional variable for selection, given that it is expected that candidates
with a relatively low SignalProbability are less likely to correspond to the true particles.
Post-classifier cuts on this SignalProbability are enforced to further reduce combinatorics
by decreasing the number of candidates proceeding to the subsequent reconstruction stage.
The default cuts as implemented within the FEI algorithm are depicted in Table 3.2 for each
particle type, and these can be overridden by the user as desired in the same way as for the
pre-classifier cuts described above. No post-classifier cuts are applied to the B-mesons, as
this is the final stage of the FEI reconstruction.
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Particle Post-classifier cut Number of candidates re-
tained with highest values
of SignalProbability

K*, n*, p* SignalProbability > 0.01 | 10

et, pt SignalProbability > 0.01 |5

v SignalProbability > 0.01 | 20

K? K9, 7% AY, ©* SignalProbability > 0.01 | 10

AX J/w, DY D* D D* D** D* | SignalProbability > 0.001 | 10

B*, BY - all

Table 3.2: The post-classifier cuts applied to the particles reconstructed by the FEI.

3.5 Comparison with Full Reconstruction

As mentioned in the opening of the chapter, the Belle Full Reconstruction (FR) algorithm
was similar in approach to the FEI, with the hierarchical structure and the training of the
classifiers at each reconstruction stage being a common feature between the two methods.
However, the FEI has improved upon various aspects of the FR, and benefits from a number
of added features.

The FR algorithm involved the use of the external NeuroBayes package [63], with the
multivariate analysis technique chosen for the FEI being that of the stochastic boosted de-
cision tree method, FastBDT [66]. The training of the FR algorithm was slow, taking of
the order of weeks. In contrast, the FEI is much faster, taking only of the order of days for
the training process to be completed. The FEI is also significantly more user-friendly, with
the entire algorithm automated such that users need only to specify the initial configuration
they would like for the training [62]. The algorithm is then efficiently trained as per the
specified configuration with no further intervention required by the user.

Another major difference between the two methods is that FR only employed the use of
hadronic tags, with the algorithm designed to train only hadronic B-meson decay modes.
The FEI incorporates both hadronic and semi-leptonic decay modes, allowing for tagged
analyses using both types of tags [68]. The algorithm additionally affords users the option
of turning either the hadronic or semi-leptonic modes off during the training in order to save
computing time in the case that the user is interested in only one of the two tagging methods.
One further advantage of the FEI is that it supports more B-meson hadronic decay channels
than were supported by the FR. At the commencement of this study, the FEI incorporated
a total of 36 hadronic charged and 31 hadronic neutral B-meson decay modes, a significant
increase from the equivalent 17 and 15 respective modes characteristic of the FR [69]. With
the inclusion of the 42 charged and 39 neutral semi-leptonic modes, the FEI is able to recon-
struct a total of over 4000 exclusive decay channels compared with the roughly 1000 achieved
by the FR. The analysis in the coming chapters considers only hadronic tagging via the FEI,
and a full list of each hadronic B-meson decay channel supported by the FEI, together with
the associated decayModelDs, is given in Table 3.3. The decay modes of the intermediate
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Charged By,, Modes Neutral B,y Modes
decayModeID | Channel decayModeID | Channel

0 Bt — D'n+ 0 B - D—rt
1 Bt — DOt q0 1 B® - D ntq0
2 Bt — DOt 070 2 BY - D nta 70
3 Bt — DOrtptn~ 3 BY - D ntpta-
4 Bt — Drtata—n0 4 B - D ntpta—n0
5 Bt — DD+ 5 B - DOrtqp~
6 Bt — D0D+Kg 6 B - D-DYK+*
7 Bt — D*0D+Kg 7 BY - D-D*K*
8 Bt — DOD*+Kg 8 BY - D* DK+
9 Bt — D*OD*+Kg 9 BY — D¥D*K+
10 Bt - D'DYK+ 10 B — D_D+Kg
11 Bt — D*DYK+ 11 B° - D*_D+Kg
12 B* — DD K+ 12 B —» D-D**K}
13 Bt — D*OD*0 K+ 13 B — D*fD*JrKg
14 BY - D{D° 14 B - D{D~
15 Bt — D*0p+ 15 BY - D* gt
16 Bt — D*g+q0 16 B? - D¥* qtq0
17 Bt — Dt p070 17 BY - D* qtpi70
18 Bt — D*ptpto 18 BY - D*¥qntgtn—
19 Bt — D¥gtpta— g0 19 BY - D¥* qntptr—n0
20 Bt — DT DO 20 B — DD~
21 Bt — D{D*0 21 B — D{D*~
22 Bt — D°K* 22 B® — D& D*-
23 Bt - D ntqnt 23 B - JJYK?,
24 BT — D rtptql 24 B - JWKTr~
25 B — J/pK* 25 BY — JYKrt
26 Bt - J/YyK*rtn~ 26 B - A, ptata
27 B — J/K 7 27 BY — DOyt
28 B* — J/pKr+ 28 BY > D ptp ot
29 Bt —» A, ptatn® 29 B - D*ptprn™
30 Bt - A, ptatant 30 B — D% *pntn
31 Bt — D%*p~r*t 31 B - D*%ptpntn~
32 Bt — D*Op+]5_71'+
33 Bt - Dtptp atn—
34 BT - D*ptpntn~
35 Bt — A, ptrt

Table 3.3: The hadronic B-meson decay channels supported by the FEI algorithm, along
with their decayModeID flags.
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particles in these hadronic B-meson decay chains are left to Table A.1 in Appendix A.

Related in part to the increase in the number of supported decay channels, one of the
most notable improvements of the FEI over the FR is the increase in the maximum possible
tag-side efficiency, defined as the fraction of T(4S) — BB events for which a B, is able
to be correctly reconstructed [13]. Unlike untagged analyses which effectively correspond to
a tag-side efficiency of 100% due to no event explicitly requiring the reconstruction of the
non-signal B-meson via a specified decay mode, tagged analyses are associated with much
lower tag-side efficiencies, typically of the order of 0.1% for hadronic tagging and 1% for
semi-leptonic tagging. Studies on the performance of the FEI and FR have demonstrated
over a two-fold increase in the tag-side efficiency achieved by the FEI [13], corresponding
to an increase from 0.28% (FR) to 0.76% (FEI) for reconstructed hadronic B* tags, and
from 0.18% (FR) to 0.46% (FEI) for hadronic B° tags. In these same studies, the maximum
tag-side efficiencies achieved for semi-leptonic tagging via the FEI were 1.80% and 2.04% for
charged and neutral tags, respectively.

3.6 FEI in Practice

As introduced in the opening of this chapter, the FEI forms an effective tool for full Y (4S)
decay event reconstruction, though it must first be trained on MC data in which the truth
information of all particles is known. The sections above offered a comprehensive explanation
of how the FEI tagging algorithm is trained. Naturally, it follows that the trained algorithm
can then be applied to various independent MC samples as well as real data, reconstructing
B-meson candidates effectively. As such, any implementation of the FEI is usually described
in terms of these two stages, namely the training and the application of the FEI.

3.6.1 Training

The training of the FEI is typically performed on the order of 100 million generic charged
BT B~ and mixed B°BY events,' and hadronic and semi-leptonic tags are built across a num-
ber of allowed channels. All pre- and post-classifier cuts are applied to each particle in the
hierarchical structure, and the training is entirely independent of any signal-side selection.

A successful training yields a collection of weight files for each decay channel that forms
part of the input to the application stage, as well as four ParticleLists that the user can
access and manipulate during the application. These are the BO:hadronic, B+:hadronic,
BO:semi-leptonic and B+:semi-leptonic lists, corresponding to the hadronic and semi-
leptonic tag lists for the neutral and charged B-mesons, respectively.

The training of the FEI algorithm is carried out centrally within the Belle II collabora-
tion, with no individual analysts required to perform a training of the algorithm themselves.

17(4S) decays to neutral pairs of B-mesons are often referred to as mized events, the name arising from
the oscillations predicted by the Standard Model between neutral matter and anti-matter particles.
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This training is also updated periodically as the analysis software and MC generation evolves.
The version of the FEI training relevant to the analyses presented in this study was executed
on a sample of 108 x10° charged (BTB~) and 102 x10° mixed (B°B°) MC events 2.

3.6.2 Application

When applying the FEI to an independent sample of MC or real data, the weight files pro-
duced from the training stage must first be supplied. The most basic application of the FEI
would then include using the given ParticleLists to create and store B-meson tag candi-
dates. Certain kinematic or other variables of interest can be read out for each candidate.

Users wanting to perform a tagged analysis for a Bg;, decay mode of choice can apply the
FEI to a data or MC sample to produce a list of tags alongside building B,;, candidates, and
can then combine these in order to reconstruct the entire Y(4S) decay event. In this case,
both the By;, and B,,, candidates are built within the same path, with the bast2 functions
used for reconstruction ensuring that no By, and By, candidates associated with the same
daughters are combined together into an Y (4S). The application of the FEI by individual
users in this way is not typically encouraged within the collaboration, however, where users
are instead recommended to utilise official FEI skims for their analyses, as described below.

3.6.3 FEI Skims

In addition to the training, the application of the FEI is also performed centrally within the
collaboration via a process termed as skimming. Here, an FEI skim refers to the applica-
tion of the FEI together with a number of very loose selections, producing an output list
(a basf2 ParticleList) of reconstructed Bi,, candidates. Analysts intending to utilise the
FEI for tagging in their analyses can then simply access these By, lists directly and search
for events in which the recoiling B-meson decays via their desired signal mode. Skimming is
highly desirable due to the dramatic decrease in file size, as T(4S) events in which no By,
candidate can be built are thrown away immediately, saving analysts from wasting time and
computing resources on the processing of these events. Both hadronic and semi-leptonic FEI
skims on MC and data are available for all analysts to access.

The selections imposed in the reconstruction of Bi,, candidates by the FEI skim are
designed to be very loose, rejecting only those events with a substantially high likelihood of
possessing incorrectly reconstructed tags. Further background rejection is left to individual
users to decide what is appropriate for any given analysis. Firstly, the minimum number of
charged particle tracks in an event meeting a set of loose criteria is set to three. The vast
majority of B-meson decay chains corresponding to the hadronic FEI channels include at
least three charged particles, and such a cut is useful at suppressing background from events
with only a small number of tracks. The criteria chosen for the track selection include cuts

2Specifically, this refers to the version with prefix ‘FEIv4_2022_MC15_light-2205-abys’, trained on Monte
Carlo from the ‘MC15’ Belle II MC campaign.
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on the z-coordinate z0 and the distance from the origin of the detector geometry d0 of the
point on the track closest to the origin, |20] < 2.0 cm, |d0| < 0.5 ¢m, to ensure proximity to
the interaction point of the eTe™ beams. A minimum threshold is also set for the transverse
momentum of the track, p;, > 0.1 GeV. Similar restriction is applied to the ECL clusters in
the event, with at least three clusters being required within the polar angle acceptance of the
CDC satisfying a minimum energy threshold of E > 0.1 GeV. The total visible energy per
event is required to be at least 4 GeV, defined as the sum of the energies of all reconstructed
tracks and clusters in the CMS frame.

The number of By,, candidates per event is similarly reduced with a tightening of the
M, and |AE| selections enforced during the training of the FEI algorithm, with M. > 5.2
GeV and |AE| < 0.3 GeV. A loose cut on the FEI classifier output, SignalProbability
> (0.001, provides further background rejection at little signal loss, and is applied to all Biag
modes with the exception of B — J/¥ K2 and B* — J/¢)K*. During a prior training of
the FEI, the SignalProbability classifier was unsuccessfully trained for these two modes
due to their high purity, with not enough background events present in the training sample.
All event-level and B,,, candidate-based selections applied during the hadronic FEI skims
are summarised in Table 3.4.

Event | visibleEnergyOfEventCMS > 4 GeV

nCleanedTracks(|z0| < 2.0 cm, |d0| < 0.5 cm, p; > 0.1 GeV) > 3
nCleaned ECLClusters(0.2967 < 6 < 2.618, E > 0.1 GeV) > 3

Biay | SignalProbability > 0.001 or decayModeID = 23(25) for BY(BY)
My, > 5.2 GeV

|AE| < 0.3 GeV

Table 3.4: Event- and candidate-based selections applied in the hadronic FEI skims of data
and MC.
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Chapter 4

Calibrating the FEI Algorithm

Monte Carlo (MC) used to simulate real data is constantly updated and refined over time
as our understanding of the underlying physics behind particle decay is expanded. However,
MC can only ever represent a best guess at the nature of data based on current knowledge,
and any imperfections in this understanding are manifested as observed differences between
measurements made using MC versus real data. One key example of this is the efficiency
with which the FEI algorithm reconstructs B-meson tags, which differs by a non-negligible
amount between simulated and real data. In order to correct for this difference in efficiency,
the algorithm must be calibrated.

Calibrating a tagging algorithm typically involves reconstructing a signal B-meson decay
with a high branching fraction recoiling against a B-meson tag in an Y(4S) — BB event. A
set of calibration factors can then be determined by evaluating the ratio between the num-
ber of signal events reconstructed from data versus MC. These factors can then be applied
to weight the MC used in independent analyses to correct the FEI efficiency, given several
conditions are met. Of these, the most critical is that any selection applied on the B-meson
tag SignalProbability must be consistent with the selection applied in the calibration
procedure, as the calibration is highly dependent on the chosen value. As will be discussed
at length in the following chapter, the optimal selection on the SignalProbability found
for the hadronically tagged B — 7lv, analysis was SignalProbability > 0.001, and thus
the calibration detailed below was performed for this value of the selection. Some time after
commencing this study, an FEI task force was established within the collaboration which
has since provided results for the calibration at several values of the SignalProbability
relevant for other analyses.

The Belle Full Reconstruction (FR) algorithm was calibrated using the full Belle data-
set, equivalent to an integrated luminosity of 711 fb=! [32]. The signal decays chosen for the
calibration were the semi-leptonic decays B — D/lv;, and B — D*{v;, where ¢ refers to an
electron or muon, with a combined total branching fraction used of 6.26% for B~ — D®)%¢~p,
and 5.31% for B — D™®*¢~p, [32] !. Given these high branching fractions and the large

!The total branching fractions for these decays according to the Particle Data Group [20] at the time
were 7.91% for B~ — D®#)9¢~ 5, and 7.22% for B® — D®)*¢~1,, but only a subset of the subsequent D(*)0
and D*)* decays were used in the signal reconstruction.
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data-set size, the calibration was able to be performed separately for each individual hadronic
tag decay channel. For this analysis, in order to utilise as many events as possible in the
362 fb~! LS1 Belle II data-set, the total inclusive semi-leptonic decays B* — X°/*v, and
B® — X~ (*v, were chosen as the signal decay modes used for the hadronic FEI calibration,
where X? and X~ refer to any neutral or charged hadronic system, respectively. The total
branching fractions for these inclusive decays as listed by the Particle Data Group (PDG)
are B(B* — X%"u,) = (10.99 + 0.28)% and B(B° — X (*y,) = (10.33 £ 0.28)% [20].
In addition, the calibration was not performed for each tag decay channel individually, but
rather a global calibration factor was determined for the hadronic tagging algorithm as a
whole, in order to further maximise these statistics. After detailing the methodology of the
chosen calibration procedure and the results obtained, these will be compared with an official
Belle II calibration performed some time after the given analysis in Section 4.1.7.

4.1 Reconstructing B — X/,

To reconstruct hadronically-tagged B — X /v, decays in MC and data, lists of Bi,e candi-
dates provided by the hadronic FEI skims were combined with a single electron or muon
to reconstruct the parent Y (4S) meson, alongside several analysis selections. All remaining
detected tracks and cluster deposits in the ECL and KLM were then grouped together into
a basf2 object termed the rest-of-event (ROE). After some loose selections on the ROE to
reject effects due to beam background, this ROE object was taken to represent the decay
products of the hadronic system X. As described in Section 3.1.1, neutrinos are unable to
be detected by Belle II, and the neutrinos in the B — X /v, decays were thus treated as
missing energy and momentum. Both charged BT — X%y, and neutral B® — X (*y,
decays were studied.

4.1.1 Description of Monte Carlo

For this analysis, a number of MC samples were utilised in order to simulate real data. For
generic BB decays, both charged B* B~ and neutral B’ B events equivalent to an integrated
luminosity of 800 fb~! were studied. These samples were used to simulate both signal events,
where one B-meson in the pair decayed as B — X /vy, together with background events where
neither B-meson decayed via this mode. Additional background samples were also studied,
in which the initial electron-positron collision did not produce an Y(4S) meson at all, but
rather an alternative quark-antiquark pair, namely, ete™ — g, where, ¢ = u, d, s or ¢. These
events, introduced in Section 2.1, are referred to as the continuum background, and a total
of 1 ab™! of ¢q events were used for the background simulation. Table 4.1 lists the number
of events for each MC sample studied, before any selections including the application of the
FEI skims.
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MC sample | Integrated luminosity (ab™) | Neyents used (x10°)
B*B~ 0.8 432
B°B° 0.8 408
cc 1.0 1329
ul 1.0 1605
s§ 1.0 383
dd 1.0 401

Table 4.1: Integrated luminosity and corresponding number of events for each MC sample
studied, before any selections including the application of the FEI skims.

4.1.2 Event Selection

In addition to the selections imposed by the hadronic FEI skim, as listed in Section 3.6.3, the
following selections were applied in order to further reject background events, with limited
inspiration taken from Ref. [70]:

e Tag M,.: The selection on the beam-constrained mass of the hadronic B-meson tag
was tightened substantially from the skim selection to My, > 5.27 GeV, a value close to
the world average measurement of the B-meson invariant mass, 5.28 GeV [20], ensuring
only the selection of tag candidates that were sufficiently B-meson-like.

e Tag AE: The selection on the difference between the centre-of-mass energy of the Biag
candidates and the beam energy was likewise tightened to —0.15 < AE < 0.1 GeV,
values of AFE close to 0 being characteristic of real B-mesons as described in Section
3.3.3.

e Continuum suppression: Background events from continuum processes differ kine-
matically from BB decay events in a number of ways, and these differences can be
utilised to suppress continuum backgrounds. One such example is the angle between
the thrust vectors of a reconstructed B-meson candidate and the remaining particles in
the event, where a thrust vector for a given particle or collection of particles refers to
the direction in which the projection of the total momentum is highest. In a true Y (4S)
— BB decay, the B-mesons are produced with little momentum, resulting in thrust
vectors that are uniformly distributed on average, forming a spherical event shape. For
continuum events, in which e*e™ — ui, dd, s5 or c¢, the relatively light hadrons pos-
sess a significantly higher momentum and are largely produced back-to-back, resulting
on average in a collimated, jet-like event shape. Continuum events misreconstructed
as BB events thus tend towards having smaller angles between the thrust axes of the
reconstructed B-meson candidate and the rest of the event.

To suppress the continuum background in this analysis, after the reconstruction of a
By, candidate, all remaining reconstructed particles in the event were grouped to-
gether into an ROE object. Several loose selections were first placed on the ROE
in order to reject clear background events originating from beam background effects.
Reconstructed tracks within the ROE were required to fall within the acceptance of
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the CDC detector, possess a transverse momentum greater than 0.2 GeV, and satisty
impact-parameter selections placing them close to the interaction point, dr < 2 ¢cm and
|dz| < 5 cm, as first defined in Section 3.3.1. ECL clusters corresponding to particles
in the ROE were similarly required to fall within the CDC acceptance, and clusters
were required to be built from hits to more than one ECL crystal. The ECL cluster
timing, defined as the time of the waveform of the crystal recording the highest energy
in the cluster, was required to satisfy clusterTiming < 200 ns. This selection required
that the particle associated with the given ECL cluster originated close to the interac-
tion point, as, under this definition, a cluster produced at the interaction point would
record a cluster timing consistent with 0 ns. Finally, loose minimum thresholds on
the energies of the ECL clusters within the ROE were enforced for the three detector
regions, £ > 0.08 GeV for the forward endcap, £ > 0.03 GeV for the barrel, and
E > 0.06 GeV for the backward endcap.

After the cleaning of the ROE, the cosine of the angle between the thrust axes of the
reconstructed By,, candidate and the ROE, cosTBTO, was determined. In contrast
to BB events with cosTBTO values distributed uniformly between 0 and 1, continuum
backgrounds characteristic of cosTBTO values close to 1 were rejected via selecting only
events satistfying cosTBTO < 0.9.

Tag SignalProbability: As mentioned at the opening of this chapter, the cut on the
By, SignalProbability imposed during the hadronic FEI skim was maintained, with
no tightening of the selection, SignalProbability > 0.001. No SignalProbability
cut was applied to the B® — J/¢Y K9 and Bt — J/ K™ tagging modes, as described
in Section 3.6.3.

Best tag candidate selection: After all analysis selections on the Bi,, were ap-
plied, multiple By,, candidates per event still remained in the analysis sample. To
choose a single Bi,s for each event, only the candidate with the highest value of the
SignalProbability was retained.

Lepton track selections: The reconstructed signal-side electron or muon tracks were
also required to originate close to the interaction point through the impact-parameter
selections dr < 2 cm and |dz| < 5 cm, and to fall within the polar angle acceptance of
the CDC, 0.297 < # < 2.618 radians.

Lepton particle identification: To reject pions and kaons misreconstructed as elec-
trons and muons, a minimum threshold was placed on the relevant lepton identification
variables. The variables chosen differed from those introduced in Section 3.3.1 due to
advances in the lepton identification techniques since the development of the FEI.
Rather than the likelihood-based variables electronID and muonID, a new set of vari-
ables (pidChargedBDTScore) based on a boosted decision tree (BDT) classifier trained
to better discriminate between charged particles was used. These BDT-based vari-
ables demonstrated lower rates of misreconstructed leptons than the likelihood-based
variables for similar efficiencies. For this analysis, the relevant electron and muon
BDT-based variables were required to satisfy pidChargedBDTScore > 0.9.
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e Lepton momentum cuts: The momentum of the reconstructed signal-side lepton
in the CMS frame, p,cms, was the variable chosen for the signal extraction in this
analysis, with only leptons satisfying p,cms > 1 GeV considered. These leptons were
also required to meet a minimum threshold on the transverse momentum, p; > 0.3

GeV.

e Best T(4S) candidate selection: Finally, multiple lepton candidates per event
were retained after the signal-side selections. Combining these lepton candidates with
the single By,, candidate chosen for each event likewise resulted in multiple Y (4S)
candidates. To select a single T(4S) candidate per event, only the one with the highest
magnitude of the signal-side lepton CMS momentum was kept.

4.1.3 Data and MC Corrections

As described in the opening of this chapter, various differences between measurements ex-
tracted from MC and data arise due to our limited knowledge of the underlying nature of
real data. The calibration of the FEI is indeed one such attempt at correcting for the ob-
served discrepancy in the efficiency of reconstructing B-meson tags. In order to perform
such an analysis, however, the data and MC used for the calibration must also be corrected
for various other data-MC discrepancies, each described in detail in the following text.

B — X, /v, Branching Fraction Corrections

The branching fractions used for the official Belle II MC generation are updated periodi-
cally between individual campaigns to correspond to the latest values recorded by the PDG
[20]. However, differences may occasionally arise due to the occurrence of any updates to
the world average results after the conclusion of a particular MC generation campaign. For
exclusive B — X, liv, decays, where the first daughter of the B-meson refers to a specified
hadronic system containing an up-quark (X,), such as 7, p° or 5, two differences were found
between the MC generation and the latest results from the PDG. For B — 7= ¢"1, decays,
the PDG lists a branching fraction of Bppg(B? — 7 ¢*1,) = (1.50 £ 0.06) x 10~*, compared
with the equivalent branching fraction used for the generation of the MC used in the anal-
ysis, Byc(B® — 77 {*y,) = 1.45 x 107%. For BT — n{Tv, decays, the branching fractions
given by the PDG and the MC generation are Bppg (BT — nl*r,) = (3.9 £ 0.5) x 107° and
Buc (BT — nlty,) = 3.8 x 1072, respectively. Whilst the branching fractions corresponding
to the world average measurements and the MC generation were consistent within uncer-
tainties, making the effect of such corrections minimal, the MC was nonetheless updated to
reflect the latest branching fraction measurements. For T(4S) — BB events in MC where
one B-meson decayed via the B — 7= (T, or BY — nf*v, modes in the underlying MC
truth, a weighting factor of wgr = Bppa/Byc was applied. In the rare occurrence that both
B-mesons decayed as B® — ©=(*v, or BT — nl*y,, this weighting factor was applied twice
to the MC event, once for each B-meson decay.

The total inclusive B — X, fv, branching fractions recorded by the PDG [20], where
X, refers to any hadronic system containing an up-quark, differ substantially from the sum
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of the branching fractions of each exclusive B — X, v, decay. In reality, the spectrum of
B — X, lv, decays is complex, consisting of both individual resonances and a large underlying
non-resonant contribution that is not well understood. For example, the B® — 7= ¢*v, and
B — p= (v, decays present as resonances in the total spectrum of inclusive BY — X (*v,
decays, contributing a combined branching fraction of 0.444 x1073, compared to the total
inclusive B® — X ¢*v, branching fraction of (1.76 4 0.22) x 1073 [20]. To account for the
gap between the sum of the resonant branching fractions and the total inclusive rate, the
Belle IT MC generation includes an additional B — X, /v, channel with a branching fraction
equivalent to this difference, B(B — X, gapl1e)-

The total inclusive B — X, fv, branching fractions used to define this B — X, zapfvy gap
contribution in the version of the MC used for this analysis are outdated with respect to the
PDG. Updated values for these gap contributions were thus calculated from subtracting the
total sum of all resonant B — X, /v, branching fractions from the up-to-date values of the
total inclusive rates. Any Y(4S) — BB events in the MC with B-mesons found to decay
via the B — X gapl Ve Or BY — ngaprrl/g modes were similarly reweighted by a factor
wpr = Bppa/Buc, applied once or twice per event depending on whether one or both of
the B-mesons decayed via these channels. All B — X, (v, branching fractions used for the
MC generation together with the updated values used for this analysis are listed in Table
4.2. More detail on the resonant and non-resonant contributions to the B — X, v, total
inclusive rate will be provided for the B — 7/l1, analysis in Section 5.1.1.

Decay mode MC branching fraction (x107*) | Updated branching fraction (x10~%)
B — X (v, modes
BY - (", 1.45 1.50 + 0.6
B — p=(ty, 2.94 294 + 0.21
BY— X, (*u 17.01 13.16 + 2.1
Total B® — X (T, 214 17.6 £ 2.2
BT — X%y, modes
Bt — 7%*y, 0.78 0.78 £ 0.03
Bt — p%ty, 1.58 1.58 £ 0.11
BT — wlty, 1.19 1.19 + 0.09
BT — nlty, 0.38 0.39 £ 0.05
Bt - n'tty, 0.23 0.23 £ 0.08
B — X0 (*y 17.24 15.04 + 2.4
Total BY — X%y, 214 192 £ 24

Table 4.2: The branching fractions of all B — X, ¢, contributions used in the MC genera-
tion, together with the updated values used for the analysis.
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B — X (v, Branching Fraction Corrections

The B — X lv, decays present in the MC were also reweighted in a similar manner to the
B — X, lv, decays above, in order to update the branching fractions assumed in the MC
generation to more recent values. In this case, most of the relevant branching fractions used
for the MC generation were already consistent with the PDG. However, alternative methods
for calculating these branching fractions at higher precision exist, utilising a property of
charged and neutral B-mesons known as strong isospin symmetry.

Isospin is a quantum number describing the up (u)- and down (d)-quark content of a

particle, with the third component, I3, defined as Iy = %(n, — ng), where n, and ng are

the number of u- and d-quarks, respectively. Given the Veiy similar masses of these quarks,
isospin symmetry is a good approximation for the invariance of the strong interaction under
the transformation between u- and d-quarks. One natural consequence of this symmetry is
that the semi-leptonic B — X fv, decays B® — D~ (*y, and Bt — D%*v, can be differ-
entiated purely based on the ratio of the B and B™ lifetimes. The branching fractions of
B - D~ ¢*y, and Bt — D% "y, can be defined as:

. T'(B — Dly,)

BO RN D + =—— = F B —> D 0
B( ) =TE o an f)Tae,
(B — Dl

+ Opt,, Y — il VA —
B(B* = D) = ppr— oy = DB = Dl

where I'(B — D/{uv,) is the total decay rate of all semi-leptonic decays of a B-meson to a
D-meson and lepton-neutrino pair, I'(B® — All) and T'(B* — All) are the total decay rates
of B and B* mesons to all possible decay products, respectively, and 750 and 75+ are the
respective lifetimes of these B-mesons. It follows from these equations that:

B(B® — D~ t*v,) - 1B — B(B* — D*uy),

TRBO

and thus the branching fraction of the charged decay is simply the branching fraction
of the neutral decay scaled by the ratio of the lifetimes, a value measured to be 1.076 +
0.004 [31]. Assuming isospin symmetry, a weighted average of the measurements of these
two branching fractions can be made, from which updated values of the individual charged
and neutral branching fractions can be extracted with better precision. An equivalent set
of equations can also be written for the semi-leptonic decays B — D*{v,, with a similar
outcome.
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Decay mode MC branching fraction (%) ‘ Updated branching fraction (%)
B — X (v, modes
B — D (", 2.140 2.2396 £ 0.0664
B® — D* (*y, 5.110 5.1137 £+ 0.1082
BY — Dy "y, 0.704 0.6164 £+ 0.1013
BY — D§ Ty, 0.362 0.3903 + 0.0697
BY — Dty 0.401 0.3903 + 0.0837
B — Dy 0Ty, 0.347 0.2727 £ 0.0302
B® — D=7% "y, 0.046 0
B — Dz~ (*y, 0.092 0
BY — D*7%*y, 0.046 0
B — D*0x=¢*y, 0.092 0
B® — Drnlty, 0.049 0.0579 £ 0.0823
B — D*nrlty, 0.245 0.2007 + 0.0952
B® — D nl*y, 0.217 0.4092 £+ 0.4092
B® — D* nlty, 0.217 0.4092 £ 0.4092
Total BY — X (T, 10.1 101 £ 04
BT — X%y, modes
Bt — D%y, 2.310 2.4098 £ 0.0709
Bt — D*¢ty, 5.490 5.5023 £ 0.1146
Bt — D"y, 0.757 0.6632 + 0.1089
BT — D%ty 0.389 0.4200 £ 0.0750
B* — Dty 0.431 0.4200 =+ 0.0900
BT — D3%*y, 0.373 0.2934 £ 0.0325
BT - D ntity, 0.100 0
BT — D7t y, 0.050 0
BT — D* ntlty, 0.100 0
Bt — D*070%¢+y, 0.050 0
Bt — Drnlty, 0.053 0.0623 + 0.0836
BT — D*rmlty, 0.263 0.2160 £ 0.1025
Bt - D K*{*y, 0.030 0.0300 + 0.0142
Bt - D¥ K*(ty, 0.030 0.0290 £ 0.0194
BT — D%ty 0.201 0.3770 + 0.3770
BT — D*ntty, 0.201 0.3770 + 0.3770
Total BT — X%y, 10.8 108 £ 0.4

Table 4.3: The branching fractions of all B — X {1, contributions used in the MC generation,
together with the updated values used for the analysis.
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The remaining resonant contributions to the B — X {1, branching fraction include semi-
leptonic decays to heavier states (X. = Dy, D}, D§ or Dj), often referred to collectively as
B — D**{v decays. Measuring the branching fractions for these decays is not as straight-
forward due to the fact that their resonances are very broad, with many of them having
overlapping decay products, and they are instead indirectly reconstructed from B — Drnly,
and B — D*rnnly, final states. These measurements also directly depend on the assumption
that isospin symmetry holds true for D-mesons.

Table 4.3 lists the branching fractions used in the MC generation for each of the B —
X vy decays, together with the updated isospin-averaged branching fractions used for the
analysis. A weighting factor of wpr = Byxgw/Buc was applied for each reconstructed B-
meson found to decay via one of these modes.

In the MC, the B — Dnnlv, and B — D*nrly, contributions are defined by subtracting
the branching fractions of the resonant B — D**{rv modes from the measured total branch-
ing fractions B(B — Dnmly,) and B(B — D*mmly,). These contributions were corrected
in the analysis using the updated values of the B — D**/v branching fractions. The MC
also includes contributions from B — Dnlv, and B — D*nfv, decays, but these are covered
entirely within the branching fractions of the remaining resonant modes. As a result, these
contributions were simply set to zero in the reweighting procedure.

In summing all of the resonant B — X fv, contributions, there still exists a discrepancy
between this sum and the measured total inclusive B — X_.lv, branching fraction. This
discrepancy is known as the B — X_.lv, gap, analogous to the gap contribution defined
for B — X, lv,;. For BT — X%, two components of this gap contribution have been
measured by Belle [71], namely the B* — D K*{*v, and BT — D*~ K*{"v, decays, with
the branching fractions of both modes measured to be relatively small with large systematic
uncertainties. For the remainder of the BT — X%/T1, gap and the B® — X_ (', gap,
no information is known, and the contributions are estimated in the MC by assigning the
remaining portion of the total inclusive B — X.lv, rates to B — Dnly, and B — D*nly,
decays. Since this is no more than a guess at the composition of the B — X f1, gap, these
decays are assigned a 100% uncertainty. For the analysis, the branching fractions of the
B — Dnly, and B — D*nly, decays were reweighted such that the sum of all B — X /{1,
modes matched the current world average inclusive prediction [20].

B — X, ¢v, Form Factor Corrections

Section 1.2.3 introduced the differential decay rate for the B — 7/l1, process as a function
of the form factor f,(¢?), an analytical function calculated using lattice quantum chromo-
dynamics (LQCD) alongside a suitable parameterisation. The differential decay rates for
other exclusive B — X, fv, decays can likewise be defined, though these are substantially
more complicated due to the existence of multiple form factors that depend not only on the
square of the four-momentum transfer to the leptonic system ¢, but also on a number of
kinematic angular variables. As theoretical predictions improve over time, new or updated

63



models for the parameterisation of these form factors become available.

For this analysis, in addition to the branching fraction corrections, the form factor models
used in the generation of the MC were also updated to reflect the latest parameter calcu-
lations, or in some cases, replaced entirely where a newer model was available. This form
factor reweighting was implemented via the eFFORT software package [72], and involved
calculating the total and differential decay rates for each exclusive B — X, /v, process under
both the decay model used for the MC generation and the updated model, such that a form
factor correction weight wgp could be defined per-event as

dl’
FMC d_qZNEW
= Inew  dl
g™
for the decays B — plv, and B — wly,, and
dI’
Tue g NEW
Wrr = ) )
I'new  dD
TMC

for the decays B — nlv, and B — n'lv,. Here, I'yc and I'ygw refer to the total decay

dr’ dl’ ) ) ] dl’
rates, —c and —ngw refer to the differential decay rates as a function of ¢, and —ic
dq? dq? dw
dl’

and —ngw refer to the differential decay rates as a function of the recoil parameter w,

for théﬂ MC and updated models, respectively. The recoil parameter w is in turn defined
here as the dot product of the velocities of the B-meson and the n or 1’ mesons, vg - V-
These correction weights were subsequently applied per-event for each B-meson in the MC
generation decaying via one of these modes.

The B — plyy and B — wly, decays present in the MC were generated using the BCL
form factor parameterisation [34]. The same decay model was used for the form factor
reweighting of these decays, but the values of the individual parameters were updated to
more recent values [73]. For B — nly, and B — n'lvy, the decay model was updated
completely from the ISGW2 model [74] to a new model proposed by physicists G. Duplancic
and B. Melic described in detail in Ref. [75]. The ISGW2 model used in the MC generation
is somewhat outdated and relies on the naive quark model, with large discrepancies observed
between experimental data and theoretical predictions in the context of B-meson decays to n
and 1’ mesons [75]. The later Duplancic-Melic model recalculates the relevant form factors,
including several gluonic contributions and corrections related to the square of the ) mass.
The values of the BCL parameters used in the MC generation of B — 7ly, decays were
already up-to-date with respect to recent calculations [73], and thus these events were not
reweighted in this manner.
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B — X v, Form Factor Corrections

The semi-leptonic decays B — D/{v, and B — D*{v, were similarly reweighted in the MC
to update the parameters used in the form factor calculations for these decays. Both modes
were generated using the BGL parameterisation [76], with central values of the given pa-
rameters updated for the analysis to those given in Ref. [77] and [78] for B — D/v, and
B — D*{v, decays, respectively. For each B-meson in the MC decaying via one of these
channels, a form factor correction weight was applied, defined as

dl’
~ Tue  gg®W
O Taew  dr
TMC
for B — D/v,, and
ar
Tve  dwdcos(8;)deos(6y )dx
WFF = T : )
NEW ar
dwdcos(eg)dcos(ﬁv)dxMc
dr’ dl’

for B — D*{v,, where ~NEw refer to the

d
dwdcos(eg)dcos(Hv)dxMc o dwdcos(0;)dcos(0y )dx
MC and updated partial decay rates as a function of the recoil parameter w, here defined

as the the dot product of the velocities of the B- and D* mesons, vg - vp*, and a number
of angular variables, namely cos(6,), cos(6y) and y. The variable 6, refers to the polar
angle of the lepton in the rest frame of the W-boson mediating the semi-leptonic decay,
with respect to the flight direction of this W-boson in the B-meson rest frame. The D*
meson subsequently decays to a D-meson and either a pion or a photon, and 6y is defined
as the polar angle of the daughter D-meson in the rest frame of the D* meson with re-
spect to the D* flight direction in the B-meson rest frame. Finally, the variable y refers
to the angle between the decay planes of the W-boson and the D* meson. The definition
of these angular variables for the semi-leptonic B — D*{v, decays is illustrated in Figure 4.1.

Bremsstrahlung Corrections

Whilst traveling through the Belle II detector, electrons and positrons can lose kinetic energy
by radiating photons in a process known as bremsstrahlung radiation. When these leptons
are detected and reconstructed, the magnitude of their measured energy and momentum will
therefore be lower than the values at the time of their initial production. To combat the
effects of this bremsstrahlung radiation on the analysis, the four-momentum of any photon
below a given energy detected within a certain angular cone around an electron or positron
was added to the lepton four-momentum. These photons were then excluded from the rest
of the event to avoid any double-counting. In the case that multiple photons were found
within this angular range, only the photon closest to the reconstructed lepton was treated
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Figure 4.1: Definition of the angular variables 6,, 8y, and x for the semi-leptonic B — D*{v,
decays. For the neutral B-meson decay B° — D* ¢*y,, the D*~ meson subsequently decays
as D*= — D~ 7% D%~ or D™v. For the charged B-meson decay BT — D**(*y, the
daughter D*¥ meson decays via D** — D% or D% [79].

as bremsstrahlung radiation.

The photon energy and angular thresholds used were based on standard recommendations
within the collaboration, and were optimised for certain ranges of the reconstructed electron
or positron lab-frame momentum, p.. At low values of the lepton momentum, p, < 0.6 GeV,
only photons with energies satisfying £, < 0.09 GeV detected within an angle of 0.1368
radians of a given lepton were utilised for the bremsstrahlung correction. For electrons or
positrons with a mid-range momentum 0.6 < p. < 1.0 GeV, the photon energy cut was
loosened to allow for the emission of higher energy bremsstrahlung photons, with £, < 0.9
GeV, and the angular threshold was tightened to 0.0737 radians. Finally, for high energy
leptons with p. > 1.0 GeV, the photon energy threshold was loosened further to £, < 1.2
GeV, for photons within an angular distance of 0.0632 radians. Electrons and positrons
reconstructed from both MC and data were corrected via this method.

Lepton Identification Efficiency and Fake-Rate Corrections

A further source of discrepancy between simulated and real data at Belle II is the efficiency
with which electrons and muons satisfying particular selections on the lepton identification
variables are reconstructed. This is true both for cases in which these leptons are recon-
structed correctly, such as a real electron being identified as an electron in the reconstruc-
tion, and those cases in which a different charged final-state particle, either a pion or kaon,
is mistakenly reconstructed as an electron or muon from detector information. In this latter
case, the efficiencies with which these pions are kaons are reconstructed as leptons are often
referred to as the pion and kaon fake-rates.
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To account for the observed differences in the lepton reconstruction efficiencies and fake-
rates between MC and data, a set of correction factors must be applied to the MC for any
events reconstructed from decay products that include electrons or muons for which a par-
ticular selection on the lepton identification variables has been enforced. These corrections
depend heavily on the value of the selection chosen and, for any given selection, are provided
in bins of the magnitude of the lab-frame momentum p and the polar angle 8 of the recon-
structed electron or muon track.

The lepton identification correction factors are official Belle II recommendations, and
have been derived from multiple independent studies by other collaboration members. For
the lepton efficiency corrections, several decay channels were used in order to maximise the
coverage over the lepton momentum and polar angle ranges, each involving the reconstruc-
tion of a decay from electron or muon daughters. Six channels in total were utilised in the
derivation of these corrections, including the reconstruction of a J/1) meson from a pair of
lepton daughters, J/1) — ¢*¢~ and the two-photon pair production (e*e™ — ete ¢*¢~) and
radiative Bhabha scattering (e*e™ — e*e™ ) processes described in Section 2.2, where ¢ = ¢
or u. For each of these studies, the efficiencies of various lepton identification selections were
measured, and the final correction factors were determined via a statistical combination of
the results from all channels.

Correction factors for the pion and kaon fake-rates were similarly determined via ded-
icated studies within the collaboration, in which several channels with pion or kaon decay
products were reconstructed under electron or muon identification criteria. For the pion fake
rates, two channels were used to gain sufficient p- coverage, namely the decay of a K meson
to a pair of pions, K% — 777, and the production of a pair of 7 leptons from an electron-
positron pair, ete™ — 75(1P)7¥(3P), where the suffixes (1P) and (3P) refer to those decays
of a 7 to one or three charged daughters, respectively, often termed 1- and 3-prong decays.
Here, the 3-prong 7 decay was chosen in order to provide a clean sample of pions, where
77 — m rwtn v,. The kaon fake-rate correction factors were determined through the re-
construction of charged D* mesons from a charged pion and neutral D-meson, the latter of
which subsequently decayed to a charged kaon-pion pair, D** — D%(— K7 *)r*. For each
of these channels, the numbers of pions or kaons remaining in the MC and data samples with
and without the application of the lepton identification criteria were used to determine the
fake-rates for the various thresholds. In the pion case, the final fake-rate corrections were
derived by performing a statistical combination of the results of the two channels studied.

For this analysis, as detailed in Section 4.1.2, electrons and muons were selected based
on a lepton identification threshold of pidChargedBDTScore > 0.9. The reconstructed MC
events were divided into bins of the lepton momentum p and polar angle #, and the correc-
tion weights derived for these thresholds were subsequently applied using a private software
package [80]. Both the efficiency and fake-rate corrections were implemented, the former for
events in which the reconstructed leptons were matched to real leptons in the MC truth, and
the latter for those matched to pions or kaons. For those MC events with values of p and 6
not covered by the available lepton identification corrections, no weighting was applied.
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Data Track Momentum Scale Correction

The reconstruction of charged particle tracks at Belle II relies heavily on the assumption
that the magnitude of the strength of the magnetic field spanning the detector volume is
well measured. Whilst the superconducting solenoid encompassing the majority of the de-
tector produces a stable 1.5T magnetic field, small, local fluctuations in the measured field
strength occur between different regions. Using measurements of the magnetic field made
in 2015, a 3-dimensional magnetic field map spanning the range of the Belle II detector was
simulated and implemented within basf2 [81].

As the magnetic field determines the curvature of charged particles as they traverse the
detector, measurements of the three momentum components p,, p, and p, of charged tracks
are particularly sensitive to any discrepancies or imperfections within the magnetic field
map. These discrepancies would in turn affect the distributions of the invariant mass of
these particles and subsequently any particles reconstructed from them. In an independent
Belle IT study, a distinct shift in the invariant mass distribution for reconstructed D° mesons
was observed in data when compared to MC simulation, a direct result of imperfections in the
simulated magnetic field map [82]. Using this shift, scaling factors were determined in order
to correct all charged particle tracks reconstructed from data. These scaling factors differed
only slightly from unity, ranging from 0.99918 — 0.99990 for the entire recorded data-set, and
were applied within this analysis to all reconstructed data tracks. Further measurements of
the Belle II magnetic field and improvements to the field map simulation are planned for the
future of the experiment [81].

Continuum Rescaling

Finally, an additional correction was applied solely to the events reconstructed from the
continuum MC in order to rescale the contribution of this background component. As de-
scribed in Section 2.1, at the T(4S) resonance corresponding to a center-of-mass energy of
10.58 GeV, e*e™ collisions can not only produce the bb bound state of an Y(4S) meson,
but often result in the production of a ¢, u@i, dd or s§ pair, collectively forming the contin-
uum background. As illustrated in Figure 2.1, this continuum background spans a range of
center-of-mass energies and does not exclusively lie under the Y(4S) peak.

At Belle II, data collected at the Y (4S) resonance is often referred to as on-resonance data,
for which a total integrated luminosity of 362 fb~! has thus far been collected. Belle II has
also collected a small amount of data at a lower center-of-mass energy of 10.52 GeV, equiv-
alent to an integrated luminosity of 42.3 fb=!. This data is referred to as off-resonance data,
and contains only continuum events with no B-meson content. One of the main purposes of
collecting this off-resonance data is to improve the current modelling and understanding of
the continuum MC.

Much like the discrepancies between the MC and the on-resonance data necessitating
the calibration of the FEI, discrepancies between the measured off-resonance data and the
continuum MC should also be corrected for. In this analysis, the number of events remaining
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Figure 4.2: off-resonance data compared with continuum MC for B® — X e*v, (left) and
B — X~ pty, (right) decays. The filled and unfilled histograms depict continuum MC that
has and has not been rescaled to the off-resonance prediction, respectively.

in the off-resonance data passing all event selections was used to develop a prediction for
the size of the continuum contribution. For this off-resonance sample, the relevant selection
on the By,, beam-constrained mass had to be rescaled due to the lower beam-energy. The
rescaled beam-constrained mass, Mo, can be derived from the on-resonance equivalent
using the following relation,

2
E*
- 2 on - 2
Mbc,oﬂ =1/ Ejfo — Poft = E§n2 - I X Dot |
off

where pog is the off-resonance Bi,s momentum. The parameters E; and E} refer to the
center-of-mass energies of the colliding electron—positron beams for off- and on-resonance
data, 10.52 GeV and 10.58 GeV, respectively. Using this relation, the nominal event selec-
tion My > 5.27 GeV was modified to Mycox > 5.24 GeV for the off-resonance sample. A
similar rescaling can be performed for the selection on the tag-side energy difference, AF,
but the resultant shift is negligible.

The continuum MC was subsequently rescaled to the off-resonance prediction by the
application of a scaling factor w,,,

int *
L qux(_off)2
O R A R
aq off on

where Nog and Ny, refer to the number of events remaining in the off-resonance data and
continuum MC after all selections, respectively, and LIt and Lg(‘qt are the respective integrated
luminosities for each data-set, namely 42.3 fb=! for the off-resonance data and 1 ab™! for
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the continuum MC.
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Figure 4.3: off-resonance data compared with continuum MC for BT — X%y, (left) and
BT — X%y, (right) decays. The filled and unfilled histograms depict continuum MC that
has and has not been rescaled to the off-resonance prediction, respectively.

Figures 4.2 and 4.3 depict a comparison between the off-resonance data and the contin-
uum MC in the signal selection variable chosen for the analysis, py cws, for the reconstruction
of B® - X~ ¢Tv, and BT — X%*y,, respectively. The continuum MC has been normalised
to the integrated luminosity of the off-resonance data sample, and the distributions are
shown separately for the two lepton flavours studied, e and p. Both the continuum MC
contributions with and without the application of the rescaling factors are plotted against
the off-resonance data points. In each case, the rescaling significantly improves the agree-
ment between MC and data when compared to the situation in which no rescaling is applied.

At present, the rescaling chosen only takes into account the total relative normalisation of
the continuum MC with respect to the off-resonance data. As a result, the data-MC agree-
ment fluctuates between individual pycmg bins as can be seen in the given distributions.
To better illustrate the agreement observed per-bin, a secondary plot is presented at the
bottom of each distribution in Figures 4.2 and 4.3, depicting the data-MC residuals. These
residuals represent how well described the data is by the MC, and are defined in each bin as
the ratio between the difference in the number of data and MC events and the uncertainty
on this difference, (Npata — Nvic)/A/ Obata + Oaio- Here, opata and oy refer to the statistical
uncertainties in each bin for the data and MC, respectively, calculated according to Poisson
statistics. The number of events in the MC or data sample passing all analysis selections
can be estimated as the mean of a Poisson distribution pu, defined as u = oL, where o is
the standard deviation of the distribution and L is the integrated luminosity of the sample.
In the Poissonian description, the uncertainty on the number of events N can be estimated
as the square root of this value, v/N [83]. Each residual is assigned an uncertainty of +1 to
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illustrate the bounds of a 1o deviation from the central value.

4.1.4 Fitting and Results

In order to extract the number of signal B — X /v, events in data, the distribution in the
signal lepton CMS momentum of all data events passing the event selections was studied
against the corresponding MC. The MC used for the analysis was separated into three main
categories; signal, other BB and continuum events, the latter two categories representing
the backgrounds for the analysis. Here, the signal contribution described cases in which the
signal-side lepton was both correctly identified and originated from the semi-leptonic decay
of a B-meson in the MC truth. The other BB contribution covered the cases in which the
signal lepton reconstructed from the generic BB MC was either misidentified or produced
from a secondary decay of the daughter of a B-meson, with the continuum contribution
describing all candidates built from qq MC.
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Figure 4.4: Distribution of the signal-side lepton CMS momentum p,cyvs in data against
normalised MC for B® — X ~e*'v, decays. The distribution is shown for the signal MC as a
whole (left) and split into its four contributions (right).

Figures 4.4, 4.5, 4.6 and 4.7 depict the p,cms distributions in data and MC for recon-
structed B - X~e*v,, B® - X u*v,, Bt — X%Ty, and B* — X%u*v,, respectively,
with the MC split into the three contributions described above. For each distribution, an
additional plot is included showing the breakdown of the signal MC into four components,
illustrating the relative contributions of various semi-leptonic B-meson decays to the total
B — X/vy, signal MC. Contributions from B — D/{v, and B — D*{v, decays are in-
cluded, together with the total contribution from all B — X, fv, decays. The remainder
of the B — X_.lv, contribution, containing both the resonant B — D**{v, decays and the
B — Xy, gap, form the fourth component of the plotted signal MC. The B — D*{y,
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Figure 4.5: Distribution of the signal-side lepton CMS momentum pycymg in data against
normalised MC for B — X~ "y, decays. The distribution is shown for the signal MC as a
whole (left) and split into its four contributions (right).
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Figure 4.6: Distribution of the signal-side lepton CMS momentum pycnms in data against
normalised MC for BT — X%*v, decays. The distribution is shown for the signal MC as a
whole (left) and split into its four contributions (right).

decays constitute the dominant signal component. In each distribution, the MC has been
normalised to the data integrated luminosity.

In each of the given distributions, a significant discrepancy between data and MC can
be observed, a direct result of the difference in efficiency between the application of the FEI
to real vs. simulated data. To perform the calibration, the MC was fitted to the given data
and an estimate of the number of signal events in data was extracted via a strategy known
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Figure 4.7: Distribution of the signal-side lepton CMS momentum p,cyvs in data against
normalised MC for B* — X%u* v, decays. The distribution is shown for the signal MC as a
whole (left) and split into its four contributions (right).

as a binned maximum likelihood template fit. In this strategy, the py cmg distributions of the
three MC components described above were used to generate probability-density-functions
(pdfs) of the form p(x|@), which describe the probability of the occurrence of a set of observa-
tions x given a set of parameters 6. In this case, the observed data x refers to the number of
events measured in each bin of the p, cms distribution, with the parameters 6 including the
relative yields of the individual components: signal, BB background, and continuum, and
the relative fractions of the four components of the signal contribution: fp«s,, fpw,, fx.mw,
and fotherx.ev,- As the shapes of the p,cms distributions in simulation are used to define
the model that is fit to data, in contrast to a specified functional form such as a Gaussian,
such a fit is classified as a template fit, with the histograms representing the shapes of the
individual MC components referred to as templates.

In the maximum likelihood estimation, a likelihood function L(6) = p(x|0) is defined,
which, taking the observed data x as given, characterises how likely a given set of parame-
ters 6 represents the observed data. The given model is then fitted to the data by finding
the values of the parameters that maximise the likelihood function [84]. For this analysis,
the RooFit software [85] was utilised to perform the maximum likelihood fits to data, and
the relative yields and signal component fractions were extracted. The maximum likelihood
fitting algorithm provided by RooFit returns each fitted parameter with an associated un-
certainty derived from the finite statistical size of the samples used in the fit.

Several constraints were also imposed during the fit, with each constraint implemented
by taking the product of the template pdfs and a Gaussian distribution with mean and width
defined accordingly. Firstly, the relative fractions of the signal component of the fit were
constrained in order to maintain the composition of the total B — X /v, branching fraction
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observed in nature. To constrain the B — Dfv,, B — D*{v, and B — X, /v, fractions to
their expectations, the means of the Gaussian distributions were set to the nominal fractions
derived from MC, with the widths set to the uncertainties on these fractions assuming the
branching fraction uncertainties as listed in Tables 4.2 and 4.3. A constraint term for the
remaining component of the signal, other B — X v, decays, was not implemented in the fit
as this was implicitly achieved through constraining three out of the four fractions compris-
ing the signal template.

Furthermore, in order to achieve good discrimination between the shapes of the generic
BB background and continuum templates, the available off-resonance data-set was used
to impose a Gaussian constraint on the continuum template. The off-resonance prediction
for the number of continuum events in MC after all analysis selections, as introduced in the
previous section, was taken as the mean of the Gaussian, with the width taken from the prop-
agation of the Poisson uncertainty on the number of off-resonance data events post-selections.

The values of the parameters returned from the fits are listed in Tables 4.4 and 4.5 for
reconstructed B — X ¢*y, and Bt — X%%y, decays, respectively. The signal, BB and
continuum background yields are included, as well as the fitted fractions fpss,, fpen, and
fxuev,- The fourth fraction of the signal component, fotherx,.e, is also listed, calculated from
the fitted values of the other fractions as 1 — fp+n, — fpov, — fx.e,- For each fitted parameter
derived from data, the expectation based on MC is included for comparison. The fits confirm
that the MC significantly overestimates the data, with larger expected than observed signal
and BB yields. Given the constraints on the relative fractions of the signal component and
the continuum contribution, little variation is observed between the MC expectation and the
observed data for these two contributions.

The resultant fitted py cavg distributions are given in Figures 4.8, 4.9, 4.10 and 4.11, for re-
constructed B® — X~ e*v,, B" - X pty,, Bt — X%"y, and BY — X v, respectively.
The fits significantly improve the agreement between data and simulation. The right-most
plot of each Figure depicts the signal component broken up into the relative contributions of
the various semi-leptonic decays, with the composition varied slightly from the pre-fit case
as described.

4.1.5 Calibration Factors

The numbers of signal events in MC and data were subsequently used to compute the FEI
calibration factors € for each B — X/, mode studied using the following formula:

Data
. Nsig
€= NMC

sig

where Ns?gata refers to the fitted signal yield derived from data, and Nsl}fgc refers to the

total number of signal events in the MC, weighted by all of the various analysis corrections
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Parameter

MC prediction

Fitted data result

BY - X~ ety,

Signal yield 188170 180590 £ 2397.6
fpew, 0.564 0.531 £ 0.008
fDev. 0.208 0.202 £ 0.006
fxueve 0.019 0.016 £ 0.001

fotherX,eve 0.210 0.251 £ 0.010
Other BB yield 111310 53932 £+ 2681.3
Continuum yield 43668 43540 + 603.59

B - X pty,

Signal yield 162020 138050 £ 1781.9
JD* 0.570 0.578 £ 0.008
JDuv, 0.206 0.207 £ 0.006
S X, 0.019 0.015 £ 0.002

JotherXepv, 0.205 0.200 + 0.011
Other BB yield 107910 74355 £ 2143.7
Continuum yield 52298 52296 £ 662.25

Table 4.4: Yields and signal component fractions returned from fits to data for B® — X (",
decays, compared with predictions from MC.
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Figure 4.8: Distribution of the signal-side lepton CMS momentum p; cms with MC fitted to
data, for B — X~eTv, decays. The distribution is shown for the signal MC as a whole
(left) and split into its four contributions (right).
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Parameter MC prediction | Fitted data result
BT - X%*ty,

Signal yield 519770 460750 + 9301.5
foev. 0.569 0.531 + 0.007
fDev. 0.206 0.200 £ 0.006
fxueve 0.018 0.019 + 0.001

SotherX.eve 0.207 0.250 + 0.009
Other BB yield 234790 82846 + 11148
Continuum yield 119490 119620 + 2398.4

BT — X"y,

Signal yield 451080 350870 + 2792.6
JD* 0.573 0.598 + 0.006
JDuv, 0.206 0.208 £+ 0.006
S X, 0.019 0.014 + 0.001

JotherX oy, 0.203 0.181 + 0.009

Other BB yield 233700 143030 £ 3371.6
Continuum yield 156390 156240 + 1136.2

Table 4.5: Yields and signal component fractions returned from fits to data for B* — X% "y,
decays, compared with predictions from MC.

Signal mode Calibration factor
B’ - X~etu, 0.96 + 0.01(stat) 4 0.03(sys)
B~ X utu, 0.85 + 0.01(stat) + 0.03(sys)
Average B® — X~ (Tv, | 0.91 £ 0.01(stat) £ 0.03(sys)
BT — X%"u, 0.89 £ 0.02(stat) + 0.02(sys)
BT - X"y, 0.78 + 0.01(stat) £ 0.03(sys)
Average Bt — X% Ty, | 0.84 4+ 0.01(stat) + 0.02(sys)

Table 4.6: Calibration factors determined from the analysis of B — X/, decays.

described in Section 4.1.3 and normalised to the data integrated luminosity. The resul-
tant calibration factors are listed in Table 4.6 for the reconstruction of B® — X~ety,,
B - X pty,, Bt — X%%y, and BY — X%y, decays. Each calibration factor is as-
signed both a statistical and systematic uncertainty. The statistical uncertainties represent
the errors on the central values as a result of the size of the given data sample, and were
determined by replacing the numerator in the above equation with the uncertainty on the
signal yield returned from the fit. Systematic uncertainties correspond to additional sources
of uncertainty related to limitations in the detector resolution and apparatus, theoretical
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Figure 4.9: Distribution of the signal-side lepton CMS momentum p; cms with MC fitted to
data, for B — X~ u*v, decays. The distribution is shown for the signal MC as a whole
(left) and split into its four contributions (right).
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Figure 4.10: Distribution of the signal-side lepton CMS momentum py cys with MC fitted
to data, for BT — X% T, decays. The distribution is shown for the signal MC as a whole
(left) and split into its four contributions (right).

models used for the MC and other external effects. A full list of the systematic uncertainties
considered for this analysis is provided in the following section, together with a description
of how each uncertainty was determined.

A sizeable difference between the factors determined from the electron and muon chan-

nels is observed for both charged and neutral B — X/v, decays, with the electron channel
exhibiting better agreement between the signal yields derived from data and MC. Whilst
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Figure 4.11: Distribution of the signal-side lepton CMS momentum py cus with MC fitted
to data, for Bt — X%u*v, decays. The distribution is shown for the signal MC as a whole
(left) and split into its four contributions (right).

no discrepancy between the lepton flavours is expected due to the lepton universality de-
scribed in the Standard Model [28], several differences exist in the way in which decays
involving electrons and muons are reconstructed in this analysis. As one example, the lepton
identification corrections applied to the MC are evaluated for the two lepton flavours sepa-
rately via different decay channels, offering a potential source of discrepancy. Additionally,
the electron momentum, which is used for the signal extraction, is corrected to account for
bremsstrahlung radiation. Finally, the muon channels correspond to substantially higher
continuum backgrounds than the electron channels, with the relative proportion of these
backgrounds constrained during the fitting procedure. A combination of one or more of
these differences in the reconstruction could explain the observed discrepancies between lep-
ton flavours, with further investigation forming the basis of a potential future study.

The individual calibration factors evaluated for the electron and muon channels were
then averaged to obtain an estimate for the calibration factors from B — X~ ¢*y, and
Bt — X%Ty, decays, with these values also listed in Table 4.6. In combining the elec-
tron and muon channels, the statistical uncertainties were combined in quadrature under
the assumption that each data sample was statistically independent. The systematic uncer-
tainties were similarly propagated for those sources deemed independent between the two
channels, namely those due to the MC statistics and the lepton identification efficiency.
All remaining systematic uncertainties were assumed to be completely correlated between
the electron and muon channels, with the uncertainties on the average factors determined as
Oavg = \/ o2 + 02 + 20.0,/2, where o, and o, are the systematic uncertainties of the electron
and muon channels, respectively.
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4.1.6 Systematic Uncertainties

Table 4.7 lists the relative systematic uncertainties on the calibration factors for a number
of independent sources, described in detail below:

e B — X/{v, branching fraction: The relative uncertainty on the total B — X/,
branching fraction forms the dominant source of systematic uncertainty for the analysis.
For B® — X~ /*y, and BT — X%%y,, the world average measurements correspond
to uncertainties of 2.71% and 2.55%, respectively, with B(B® — X~ (*y,) = (10.33 £
0.28)% and B(B*t — X%*v,) = (10.99 £ 0.28)% [20].

e MC statistics: An additional systematic uncertainty for this analysis arises from
the finite sample sizes of the MC used. In order to estimate the magnitude of this
uncertainty, the number of signal MC events post-selections was taken as the mean of
a Gaussian distribution with a width corresponding to the Poissonian uncertainty on
this given event yield. 200 variations on the number of signal events were then sampled
from this Gaussian distribution and the calibration factors were recalculated for each
of these variations. The magnitude of the systematic uncertainty was then determined
from the ratio between the standard deviation of the resultant calibration factors and
the nominal result.

e Tracking: The efficiency with which tracks are reconstructed at Belle II similarly
differs between data and MC. To account for this effect, official recommendations
specify that a systematic uncertainty of 0.24% should be assigned per reconstructed
track for all Belle IT analyses. The value of this uncertainty was determined via a
dedicated study on tracks reconstructed from ete™ — 7777 decays.

e Lepton identification: The values of the correction factors determined for the lepton
identification efficiency, evaluated in bins of the lepton momentum and polar angle as
detailed in Section 4.1.3, each possess an associated uncertainty. In a similar manner
to the systematic uncertainties derived from the MC statistics, using the software
package in Ref. [80], 200 variations on the nominal correction weights were generated
via sampling from a Gaussian distribution with width given by the uncertainties on
these weights, with the total systematic uncertainty taken from the standard deviation
of the varied event yields.

e B — D™y, form factors: The values of the parameters used in the form factor pa-
rameterisation of the B — D/v, and B — D*{v, decays described in Section 4.1.3 are
likewise associated with particular uncertainties. To determine the magnitude of the
systematic uncertainty on the calibration factors as a result of these form factor uncer-
tainties, the eFFORT package [72] was used to generate varied form factor correction
weights. Each parameter was modified individually by either adding or subtracting
its uncertainty from the central value, and the form factor weights were recalculated
for each of these up- and down-variations. Under the BGL parameterisation used [76],
the B — Dfly, and B — D*{v, form factors are described by 4 and 6 parameters,
respectively, resulting in a total of 8 and 12 varied form factor weights. The numbers
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of weighted signal MC events were then determined for each of these varied form fac-
tor weights. To conservatively estimate the systematic uncertainties due to these form
factor contributions, the maximum difference observed between the varied signal MC
yields and the nominal yield was computed, with the ratio between this difference and
the nominal yield taken as the systematic uncertainty. Similar systematic uncertain-
ties were computed for the form factor variations of B — X, /v, modes, but these were
found to be negligible.

The total systematic uncertainties for this analysis were subsequently determined by
adding the above contributions in quadrature, under the assumption that each of the indi-
vidual sources were completely independent from one another.

Source Systematic uncertainty (%)
B - X~etv, | B> X uty, | Bt - X%y, | Bt - X%ty,
B — X/, branching fraction 2.71 2.71 2.55 2.55
MC statistics 0.16 0.18 0.10 0.11
Tracking 0.24 0.24 0.24 0.24
LeptonlID 0.57 1.21 0.57 1.21
B — D/v, form factors 0.04 0.04 0.04 0.05
B — D*{v, form factors 0.61 0.61 0.60 0.61
Total 2.85 3.04 2.69 2.90

Table 4.7: Systematic uncertainties for the measured calibration factors in % from a number
of identified sources.

4.1.7 Belle II Official FEI Calibration

Some time after the commencement of this study, an official FEI task force was established
within the Belle II collaboration in order to manage and coordinate all efforts related to the
calibration and development of the FEI. One main goal of this task force was to provide offi-
cial, standardised FEI calibration factors for all users to access and utilise in their individual
analyses. As per the recommendation of the collaboration, these official calibration factors
were used to correct the MC for the B — mlv, analysis presented in the forthcoming chap-
ters. The study detailed in this chapter provides an illustrative example of the method in
which the FEI calibration can be performed. In the discussion below, the calibration factors
produced from this study are compared to the values given by the official recommendations.

Within the FEI task force, two independent calibration studies were performed for the
hadronic FEI, each adopting a similar method to the analysis described throughout this
chapter. The first effort similarly involved the reconstruction of a B — X/v, signal-side
decay recoiling against a hadronic tag, utilising the large branching fraction of this decay
in order to maximise the available statistics. Whilst the choice of signal decay mode is
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common between this calibration study and the analysis forming the basis of this chapter,
several differences exist regarding the event selections and the fitting procedure, making a
direct comparison impractical.

The second calibration method opted for a much purer signal-side decay, with the sig-
nal B-meson decaying to a D or D* meson and a pion, B — D® . In this study, after
hadronic B-tagging via the FEI, a single pion was reconstructed on the signal side. The
momenta of this By,, and pion were used to determine the mass of the recoiling particle
(either the D or D* meson), with this recoil mass, M;ecoi, used for the signal extraction.
In this way, the D®*) meson was not required to be explicitly reconstructed on the signal side.

Hadronic signal-side decays offer a strong advantage for calibration studies due to the
low backgrounds associated with fully reconstructing the event. However, the high purity
comes at the cost of a low reconstruction efficiency, which, together with the low branching
fractions characteristic of individual hadronic B-meson decays, results in sample sizes that
are quite statistically limited. The B — D) calibration study thus aimed for a middle
approach, partially reconstructing the signal-side decay to increase the statistical power of
the calibration samples whilst maintaining a high purity. As a result, the two independent
calibration studies complemented one another well, representing signal-side decays with both
a high efficiency (B — X{v;) and a high purity (B — D®)x). The calibration factors re-
sulting from both studies were then combined to produce a final set of official calibration
factors for use in Belle I analyses.

Both studies performed the calibration for individual Bi,, decay modes (or subsets of
modes), with the integrated luminosity of the current data sample allowing for such an ex-
traction for the first time since the commencement of Belle II data taking. A total of 10
neutral and 11 charged hadronic B, decay modes were individually calibrated, with a single
factor determined as an average over all of the remaining modes. As a secondary result, both
calibration studies also quoted a global calibration factor determined for all tagging modes,
analogous to the study presented in this chapter. Table 4.8 lists the global calibration factors
extracted from the official B — X /¢y, and B — D™ studies alongside those obtained from
this analysis. Only the calibration factors split by Bi,, decay mode were produced for the
combination of the two official studies, and an estimate of the global calibration factor for
this combination was not available for comparison.

In comparing the calibration factors derived from B — X/v, in this analysis and the
official calibration, significant discrepancies are observed, with the presented study measur-
ing larger factors overall. Known differences in the analysis selections as well as the signal
extraction strategy between the two methods are the likely cause for the observed disagree-
ment. The official B — X /v, calibration additionally does not observe a large discrepancy
between the factors obtained from the electron and muon modes. The results of the analysis
in this chapter are likewise inconsistent with the global calibration factors derived from the
B — D™gx study, which agree relatively well with the official B — X{v, factors with the
exception of B — D%+, which exhibits some tension with the rest of the official measure-
ments. As stated prior, the study presented in this chapter is illustrative of the methodology
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and technique with which the FEI tagging algorithm can be calibrated, and the official recom-
mendations, which have been substantially peer-reviewed and approved by the collaboration,
will be utilised instead for the main B — wlv, analysis detailed in the coming chapters. Po-
tential further study on the results presented in this chapter would focus on adapting the
analysis selections and signal extraction to better match the official B — X /1, analysis, and
investigating the source of the discrepancy observed between the electron and muon channels.

Signal mode This analysis Official calibration
BY — X~etv, | 0.96 + 0.01(stat) £ 0.03(sys) 0.80 £+ 0.02
BY - X pty, | 0.85 £ 0.01(stat) + 0.03(sys) 0.77 £ 0.02

B - Drx* - 0.81 + 0.03

B® — D* g™ - 0.75 + 0.04

Bt — X%"y, | 0.89 + 0.02(stat) + 0.02(sys) 0.73 + 0.02
B* — X%y, | 0.78 + 0.01(stat) + 0.03(sys) 0.72 + 0.02
B+ — D'x+ - 0.62 + 0.02

Bt — D*0r+ - 0.72 + 0.02

Table 4.8: Calibration factors determined from the presented study compared with those
from the official Belle IT FEI calibration.
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Chapter 5

Event Selection and Optimisation

The two previous chapters aimed at providing a detailed description of the full-event-
interpretation (FEI), the state-of-the-art algorithm developed for tagged analysis at Belle
IT. Using simulated and real data samples that have been skimmed with the FEI and armed
with a set of correction factors used to calibrate the algorithm, the remaining chapters of
this thesis will focus on the hadronically tagged analysis of semi-leptonic B — wfr, decays.

With the ultimate aim of measuring the branching fractions of the B® — 7= ¢*v, and
B — 7%* v, decays and extracting the magnitude of the CKM matrix element |V, the
core foundations of the analysis must first be established. These, in essence, are the selections
applied during the event reconstruction, which must be carefully chosen and optimised in
order to maximise the discrimination between signal and background events whilst retaining
a suitable reconstruction efficiency. After introducing the composition of the MC samples
used for the analysis and any relevant data-MC corrections, the following sections will detail
the chosen strategy for the optimisation of the event selections.

5.1 Description of Monte Carlo

As for the calibration study presented in the previous chapter, MC samples of generic mixed,
Y (4S) — BB, charged Y(4S) — B*B~, and continuum e*e™ — ui, dd, s5, c¢ events were
utilised to simulate the data in the analysis. The samples chosen corresponded to a total
integrated luminosity of 2.8 ab™! of BB MC and 1 ab™! of continuum MC. The same real
data sample was used, corresponding to 362 fb~!, the complete physics data-set recorded
by Belle II before the first long shutdown of the experiment. All samples were skimmed
using the hadronic FEI according to the procedure detailed in Section 3.6.3. Table 5.1 lists
the integrated luminosity and equivalent number of events before all selections including the
application of the FEI, for each MC sample used in the analysis.

To better simulate signal events as well as background events from other B — X, (i,
decays, additional large MC samples of B® — X (v, and BT — X%y, decays were used,
each containing 100 million events. As these decays comprised a relatively small subset of the
generic BB MC due to their low branching fractions, these large samples ensured sufficient
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MC sample Integrated luminosity (ab™) | Neyents used (x10)

BTB~ 2.8 1512

B°B° 2.8 1428

cc 1.0 1329

Ui 1.0 1605

55 1.0 383

dd 1.0 401

B — X (v, resonant 55.8 50
B — X (v, non-resonant 13.9 50
BT — X%, resonant 55.6 50
BT — X%, non-resonant 12.1 50

Table 5.1: Integrated luminosity and corresponding number of events for each MC sample
studied, before any selections including the application of the FEI skims.

MC statistics were available for the study. The B — X,fv,; events in the generic BB MC
were removed and replaced with these samples, scaled down to the appropriate integrated
luminosity.

The use of the dedicated B — X, /v, samples provided another main advantage related
to the relative resonant and non-resonant contributions to the total B — X, {1, branching
fractions. These samples allowed for the combination of the resonant and non-resonant
events in a way motivated by theory to form what is known as the hybrid MC, described in
detail below [86].

5.1.1 Hybrid MC

As discussed in Section 4.1.3 in the context of the FEI calibration study, the branching frac-
tions of the non-resonant contributions to the total measured B — X, /v, inclusive branching
fractions, B(B — X, gapl1e), are substantially overestimated in the Belle II MC generation.
To combat this in the calibration study, the non-resonant branching fractions were simply
reweighted such that the sum of the resonant and non-resonant contributions matched the
world average measurement of the total inclusive rate [20]. This reweighting was done via
the application of a single correction factor equivalent to the ratio of the updated branching
fractions and those used for the MC generation, wgr = Bppa/Bumc-

Whilst this approach was more than suitable for the FEI calibration study given that the
B — X, lv, decays contributed minimally to the signal-side reconstruction of B — X /vy,
an alternative approach was implemented for the main B — w/lv, analysis where the mod-
elling of the signal and background B — X, /v, decays was crucial. In this approach, the
reweighting of the non-resonant contribution was not performed using a global scale factor,
but rather, on an event-by-event basis according to the values of three key kinematic quanti-
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ties: the lepton energy in the B-meson frame, EP, the mass of the hadronic system My, and
the square of the four-momentum transfer to the leptonic system, ¢2. Using these variables,
a set of 3-dimensional bins was established, with theoretically motivated bin boundaries [86].
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70
mmm Res. BO-X; 1%y, mmm Res. BO-X Ly,
mm Hybrid non-res. B%>X;£*y, mmm Hybrid non-res. BO-X; 2y,
[ Unscaled non-res. B%-X;1*y, 60 =1 Unscaled non-res. E“*X;l*w
25} 777 MC stat. unc. 4% MC stat. unc.
¢ sof
—~ o
2 20t S
© K
m L
3 r,_g 40
S 15 o
= s
iU 30F
< 2
> 10+ c
w € 20f
w
10+
1.0 1.5 2.0 . . %.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
EP [GeV] My, [GeV/c?]

2 Belle Il MC Truth

mm Res. BO-X; 1Yy,
mmm Hybrid non-res. B%>X; 2"y,
[ Unscaled non-res. BO»X; 1%y,
25+ 2/ MC stat. unc.

—

<

L

o 20+

>

[}

O

o

N

o

=

~

(9]

-

C

[

>

w

10 15
q? [GeV?/c*]

Figure 5.1: Distributions of the kinematic variables Ef, My, and ¢* in MC truth for the
hybrid B — X ¢*v, sample. The vertical lines represent the projection of the 3-dimensional
bin boundaries.

To form the hybrid MC samples of B — X, (v, and B* — X%*v,, 50 million BB
events with at least one non-resonant B-meson decay and 50 million events with at least one
B-meson decaying to a resonant final state were combined. The non-resonant events were
generated using the BLNP model defined in Ref. [87], which defines the shape of the non-
resonant contribution over the full kinematic region studied. Using the eFFORT software
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package [72], the events in each sample were divided into 3-dimensional bins according to
the values of EP, Mx, and ¢* given in the MC truth. A weight for each non-resonant event
was then defined such that the sum of the resonant and non-resonant contributions in each
bin matched the total inclusive rate according to the following relation:

where H; refers to the number of total hybrid events per bin i, R; and N; are the number
of resonant and non-resonant events per bin, and w; is the derived per-bin weight. The non-
resonant B — X, v, events in the MC analysis sample were thus reweighted by applying
the hybrid weight for each B-meson in the event decaying via the B(B — X, gap{v¢) modes.

Figures 5.1 and 5.2 display the distributions in MC truth of Ef, My, and ¢* for the
hybrid B® — X (*v, and BT — X%*v, samples, respectively. The filled histograms illus-
trate the resonant and non-resonant contributions of the hybrid, with the latter weighted
down according to the above procedure. The effect of the hybrid reweighting can be clearly
seen with the inclusion of the unscaled non-resonant component in each distribution. The
projection of the 3-dimensional bin boundaries for each variable are also displayed in the
plots as vertical lines.

Whilst the resonant and non-resonant contributions of B — X, fv, are largely kinemat-
ically similar in the distributions of EP and ¢?, they exhibit substantially different shapes
in Myx,. The individual resonant B — X, fv, decays can be clearly discerned from the
non-resonant component, appearing as spikes in the distribution of varying widths. For
B® — X (", in Figure 5.1, these correspond to a sharp, narrow peak for the B — 7= (1,
decay to the scalar charged pion of mass 140 MeV [20], and the broad peak characteristic
of the vector p-meson in the BY — p=¢Tv, decay, centered at 775 MeV [20]. The peaks
corresponding to the BY — 7%y, and Bt — p° "y, decays can be similarly observed in
Figure 5.2, with the addition of the Bt — nf*v, resonance at 548 MeV, the Bt — n/{*y,
resonance at 958 MeV, and the BT — wfTv, resonance at 783 MeV, with the latter unable to
be clearly discerned from the broad B* — p°*v, peak [20]. The reweighting using the given
bin boundaries produces a sharp feature at My, = 1.5 GeV, though this ultimately will be
smeared out during the reconstruction due to the finite detector resolution. In general, this
feature is unproblematic so long as no event selections are made at this boundary.

As mentioned earlier, all B — X, /lv, decays in the generic BB MC were removed and
replaced with the hybrid samples. In order to scale this hybrid MC down to match the
integrated luminosity of the BB MC, additional scaling factors were applied, defined as:

2BF30—>X17€+1/E,resNBOBO

SFBOHXJE"' vp,res N ’
BY— X, ¢ty res

2BFBOHXJ£+Vg,non-resNBOBo

SFB°—>XJZ+W,non—res - )
) NBO—>X;€+Vg,non—res
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Figure 5.2: Distributions of the kinematic variables EP, My, and ¢? in MC truth for the
hybrid BT — X%*v, sample. The vertical lines represent the projection of the 3-dimensional
bin boundaries.

2BF3+4>X25+V&I‘GSNB+B_

SFB+—>X8£+ vp,res —

)

Np+ —X00t vy res

and

2BFB+—>X2E+yg,non—resNB+B*

SFB+—>X3€+Vg,non—res = s

NB+—>X3€+ Vg,non-res
where SFpo_, - 0+ vy, (non-)res and SF g+, x0¢t4, (non-)res are the scaling factors for the (non-)

resonant hybrid B® — X (*y, and B* — X0*v, samples, respectively, BF o x—yi,, o
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and BF g+_, x0p+,, res are the sum of the branching fractions for all resonant B —» X_ (T,
and B* — X 0%y, decays, respectively, BF go_, x—t), 1onres a0 BF gt x0/t4, nonres are the
non-resonant B® — X, "y, and BT — X2¢*y, branching fractions, Npo_, X+ vp (nonyres A1
Np+_ x00+1,,(mon-)res are the number of events prior to selections and before the application of
the FEI in the (non-)resonant hybrid B® — X (T, and BT — X%/*v, samples, respectively,
and Npogo and Npg+p- are the number of events (also pre-selection and pre-FEI application)
for the generic BB and B* B~ MC samples, respectively, as listed in Table 5.1. A factor
of 2 is applied to the numerator of each equation to account for the two B-mesons in each
event.

5.2 Data and MC Corrections

A number of corrections were also applied to all samples used for the B — 7fy, analysis, in
order to compensate for known discrepancies between data and MC. Many of these correc-
tions are the same as those implemented in the FEI calibration study as explained in detail
in Section 4.1.3, and are thus only listed briefly below. For those corrections unique to this
study, a full description is provided.

e B — X, (v, branching fraction corrections: The branching fractions of the various

B — X, lv,; contributions in MC were reweighted to the updated world average values
20].

e B — X (v, branching fraction corrections: The branching fractions of the various
B — X v, contributions in MC were reweighted to the isospin-averaged values as
described in Section 4.1.3.

e B — X, fvy and B — X (v, form factor corrections: The B — ply, 73], B — wly,
(73], B — D/{y, [77] and B — D*{v, [78] decays in MC were reweighted to update the
values of the form factor parameterisation. For B — nfv, and B — n'lv,, the decay
model was updated to the Duplancic-Melic model [75].

e Bremsstrahlung corrections: The momentum of reconstructed electrons in MC and
data were corrected for bremsstrahlung radiation by adding the four-momentum of any
photons within the angular cone of the electron defined in Section 4.1.3, removing the
photons from the event. The corrections were applied in optimised bins of the angular
distance, photon energy and electron momentum. With regards to the signal MC, the
number of corrected events corresponded to roughly 18% of all B — 7~ eTv, decays
and 22% of all BY — 7%*v, decays. In data, the number of events corrected for
bremsstrahlung radiation corresponded to approximately 5% of the total number of
events for the two decay modes, including both signal and background contributions.

e Lepton identification corrections: Correction factors to account for the data-MC

discrepancies in the efficiency of reconstructing electrons and muons as well as the pion
and kaon fake-rates were applied to all MC samples [80].
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e Data track momentum scale correction: All charged particle tracks in data were
scaled to correct for a momentum shift resulting from imperfections in the simulated
magnetic field map [81].

e Charged pion identification corrections:

Much like the differences observed between data and MC in the lepton reconstruction
efficiencies and fake-rates, similar discrepancies also exist for reconstructed charged
pions. Both the efficiency with which charged pions are reconstructed correctly and
the efficiency with which kaons are misreconstructed as pions, the kaon fake-rate, must
be corrected for in MC by the application of a set of scaling factors. Like the lepton
identification corrections, the pion corrections were similarly determined via indepen-
dent studies by other collaboration members, quoted in bins of the measured polar
angle # and magnitude of the momentum p of the reconstructed pion track, for various
thresholds on the relevant pion identification variable, pionID. The same decay chan-
nels were also used to derive the corrections.

The pion efficiency corrections were derived from the K2 — 7+~ channel, previously
used for the determination of the pion fake-rate corrections in the lepton identification
case. In this case, the pion daughters were reconstructed under the pion identification
criteria, and the correction factors were determined by evaluating the relative efficien-
cies of various pionID selections in MC and data.

A similar strategy was adopted for the kaon fake-rate corrections, where the relative
efficiencies with which kaons originating from the D** — D°%(— K~7n")x* decay chain
were reconstructed under the various pionID identification criteria were established,
a method analogous to the derivation of the fake-rate corrections due to kaons faking
leptons in the lepton identification studies. The pion identification corrections were
applied to all B® — 7= ¢*1, events reconstructed from MC.

e Neutral pion reconstruction efficiency corrections:

The efficiency with which neutral pions are reconstructed from two photon daughters
constitutes another source of discrepancy observed between data and MC. To account
for this, official studies within the collaboration have derived correction factors in bins
of the 7% momentum and evaluated for several sets of standardised event selections rec-
ommended for 7° reconstruction at Belle II. As will be described in Section 5.5.1, a set
of selections on the daughter photon energy and the 7° invariant mass corresponding
to a ~ 40% 7 reconstruction efficiency was chosen for this analysis, and the relevant
set of 70 efficiency corrections were applied to all MC events from which BT — 7% %y,
decays were reconstructed.

To determine the correction factors, one such independent study was performed in-
volving the decay of a D° meson to a charged kaon, charged pion and neutral pion,
D — K—n7% The signal yields were extracted by fitting the D invariant mass,
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and the ratio between these yields in data and MC were determined for each 7° mo-
mentum bin. An additional study was performed using 3-prong 7 lepton decays of the
form 7 — 377, in which the 7 decayed to three charged pions, a neutral pion and
a tau neutrino, with the data-MC efficiency ratios calculated from the signal yields
extracted from fits to the 7° invariant mass peak. As per official Belle II recommenda-
tions, the correction factors from the D° decay channel were used to weight the MC,
and the difference between the factors derived from the two independent studies were
incorporated as part of the systematic uncertainty on each individual correction factor.

Data photon energy bias correction:

In early Belle IT data, a slight shift was observed between data and MC in the AF dis-
tributions of various signal B-meson decays involving neutral final-state particles such
as Bt — K™n%n" — ~v) and BT — K+ (' — py). This shift was investigated
by other Belle I analysts and was determined to be a result of a discrepancy in the
energies of the reconstructed photons between data and MC. To evaluate the extent
of this observed bias and correct for it, a dedicated, independent study was performed
within the collaboration using the photon daughters originating from the 7° in the
decay chain D** — D% *(D° — K—n*7Y). The 7° invariant mass distributions in
both MC and data were fitted using the combination of a Gaussian probability density
function (pdf) to represent the signal decays, and an exponential pdf for the relevant
backgrounds. The variation in the position of the mass peak and the width of the fitted
Gaussian were then used to determine the magnitude of the observed bias, which was
found to be of the order of 1%. In this way, a set of factors was evaluated to correct
all photons reconstructed from data, with these determined with respect to the photon
energy and the detector region within which the photons were detected.

For this analysis, the energies of the 7° daughter photons reconstructed from data
as part of the signal Bt — 7%*y, decay were corrected for by applying the relevant
photon energy bias corrections using a dedicated basf2 function (correctEnergyBias).

FEI calibration corrections: The official Belle IT FEI calibration factors described
in Section 4.1.7, determined from the combined analysis of B — X /v, and B — D™,
were applied to all reconstructed MC events. The correction factors determined in bins
of the decay mode of the reconstructed By,, were used for this analysis, as per official
recommendations.

Finally, it should be noted that for the B — wfv, analysis, unlike the calibration study
performed in the previous chapter, the rescaling of the continuum MC to the prediction
based on off-resonance data was not performed. Given the relatively low B — 7/l branch-
ing fractions and the limited off-resonance data-set with only 42.3 fb=! of total integrated
luminosity available, too few events were reconstructed from off-resonance data to allow for
a valid prediction. In lieu of this rescaling, a systematic uncertainty on the continuum MC
normalisation will be included in the measurement of the B — 7w/, branching fractions, as
will be discussed extensively in Section 7.1.3.
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5.3 Reconstructing B — wly,

Using the MC and data samples described in the previous sections, both the neutral,
B° — 7 (*y,, and charged, B* — 7w%*1, decays were reconstructed. The electron and
muon channels were reconstructed separately, resulting in a total of four signal decay modes
studied: B® — n7e*v,, B® —» n uty,, Bt — n*tv, and BY — 7°utw,. As the hadronic
FEI skims of the samples were used, each Y(4S) — BB event retained after the skims
contained at least one By,, candidate, with these being combined with B, candidates re-
constructed via either of the four given modes to build the full event.

To reconstruct the signal B® — 7= /%1, decays, final-state charged pion and electron or
muon tracks were first reconstructed from detector information. The charge of the pion and
lepton were explicitly required to be of opposite sign to ensure charge conservation. The
signal BSOig meson was then reconstructed from this pion and lepton, with the undetected
neutrino taken as missing energy and momentum in the event. For B* — 7%*y,, the lepton
was similarly built from detector information. The neutral pion, however, is not a final-state
particle, decaying rapidly to a pair of photons ~ 99% of the time [20]. Photons built from de-
tector information were used to reconstruct the neutral 7% mesons, and these were combined
with the reconstructed leptons to form B:ig candidates. Figure 5.3 displays an example of
the reconstruction of a full Y(4S) — Bi,zBsig event, where By, — 790~ 1, and the hadronic

Biag decays via the mode By, — D",

Figure 5.3: An example of an Y(4S) — Bi,eBsig decay, where B, — 700 v, [88].

54 M?

miss

Whilst a detailed description of the signal extraction strategy for the analysis is left to the
following chapter, the variable chosen for this extraction is introduced here, as the optimisa-
tion of the analysis selections relies heavily upon this choice. As described in Section 3.1.1, a

91



hadronic tagged analysis of a semi-leptonic signal decay possesses a unique advantage related
to the missing energy and momentum in the event. Since the Bi,, decays hadronically and
all particles on the signal side are able to be reconstructed with the exception of the neutrino,
the neutrino four-momentum can be directly inferred using momentum conservation, as the
initial state of the electron-positron collision is known to a high degree of precision. To utilise
this advantage in the hadronic tagged analysis of B — 7wlv,, a variable known as the square
of the missing mass in the event, M2, is defined. In the center-of-mass (CMS) frame,
the four-momentum of the signal B-meson can be determined from that of the By,,, given
that the Y(4S) meson is produced at rest with the two daughter B-mesons being released

back-to-back. The By, four-momentum in the CMS frame, pgp_ , is thus defined as:

- my4s =
szig = (EBsig7szig) = < 2( )7_thag> ?
where Ep, and pp,, are the CMS energy and momentum of the signal B-meson, re-
spectively, my(ss) is the mass of the T(4S), and DB 15 the CMS momentum of the Bi,g.
The missing four-momentum in the event evaluated in the CMS frame, pus, can then be
determined as:

Pmiss = (Emissaﬁmiss) = DBy, — Py,

where F ;s and phiss are the missing CMS energy and momentum in the event, and py
is the four-momentum in the CMS frame of the combined pion-lepton system, Y. Finally,

the M2, is defined simply as the square of the missing four-momentum in the event:
2 _ .2
Mmiss = Pmiss-

In a correctly reconstructed Y(4S) — BiaeBgig decay where By, — mlyy, the only missing
particle expected in the event is the neutrino, resulting in a clear peak at the square of the
neutrino mass, 0 GeV? in the M2, distribution. For background events in which no true
Bgs — mly, decay was present, no such behaviour is expected as the missing particles in
the event would no longer be comprised of a single neutrino. The M2, distribution thus
provides a powerful mechanism for discriminating between signal and background events,
and was the variable chosen for the signal extraction in this analysis. With this variable
defined, the strategy for the selection optimisation can now be outlined in the following

sections.

5.5 Choosing the Analysis Selections

A number of factors contributed to the determination of the selections chosen for the analy-
sis. Official Belle IT recommendations for selections were taken by default where applicable.
Where no such recommendations were given, an initial set of baseline selections were devel-
oped, with heavy inspiration taken from a prior Belle study performed using the full Belle
data-set, in which a measurement of |V,;,| was extracted from a hadronic tagged analysis of
B — mly, using the Full Reconstruction algorithm [32].
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5.5.1 Default Selections

Several selections were chosen based on Belle II recommendations, particularly those con-
cerning final-state particles and with consistency with the official FEI calibration in mind.

Standard impact-parameter cuts were chosen for reconstructed electrons, muons and
charged pions, with dr < 2 cm and |dz| < 5 cm. Each of these final-state particles was
also required to fall within the polar angle acceptance of the CDC, 0.297 < 0 < 2.618 radi-
ans. Selections on the particle identification variables were chosen based on thresholds for
which data-MC efficiency and fake-rate corrections were available. A high-purity threshold
of pidChargedBDTScore > (.9 was chosen for the reconstructed leptons. A looser threshold
was selected for the charged pions in the reconstruction of B® — 7= ¢*v, decays, pionID
> (.6, as this variable was later used to select the best T(4S) candidate, as will be discussed
in the following section. The reconstructed pion tracks were also required to correspond
to greater than 20 distinct hits recorded by the CDC based on standard recommendations,
nCDCHits > 20. Such a selection was effective at rejecting fake tracks reconstructed from
a small number of isolated CDC hits, as opposed to real pions which interact frequently,
producing several CDC hits along the entire trajectory of the track.

To reconstruct 7° mesons from pairs of photons in the B — 7% *y, analysis, a set of
official, standard selections were applied. These were derived from an independent study of
neutral pions reconstructed from BB MC, where optimal selections were chosen by finding
those that resulted in the highest purity for a set of different efficiency thresholds. For this
analysis, the standard selection list for reconstructing neutral pions with a 40% efficiency was
chosen. This involved selecting photons within the CDC acceptance that were associated
with clusters built from more than one crystal in the ECL. The energy of the photons was
also required to be above certain thresholds dependent on the detector region from which
the photon was reconstructed: E > 0.080 GeV for the forward end-cap, £ > 0.030 GeV
for the barrel, and £ > 0.060 GeV for the backward end-cap. Under these standard rec-
ommendations, the invariant mass of the 7° mesons reconstructed from the photon pairs
was additionally required to fall within a window defined around the known 7° mass [20],
0.120 < M < 0.145 GeV.

Selections on the reconstructed hadronic B, candidates were chosen to align with those
imposed during the official hadronic FEI calibration. These included a selection on the tag-
side energy difference to favour B-meson-like tag candidates, —0.15 < AF < 0.1 GeV, and a
selection on the cosine of the angle between the thrust axes of the By,, and its rest-of-event
(ROE, as first defined in Section 4.1), cosTBTO < 0.90, in order to reject continuum events.
The ROE was required to satisfy the same conditions as described in Section 4.1.2, where the
cosTBTO variable was first introduced. For reconstructed BT — 7%¢* 1, decays, this selection
was tightened to cosTBTO < 0.85 due to higher levels of continuum background present.

Finally, after the reconstruction of the Y(4S) meson from the tag and signal B-meson
daughters, an ROE object was built for the T (4S) containing all remaining tracks and clus-
ters in the event. Given that the only missing particle in a correctly reconstructed event
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should be a single neutrino, an additional requirement was placed such that the number of
tracks present in the ROE passing a set of specified selections must be zero. This selection
is a common requirement enforced in hadronic tagged analyses, and is referred to as the
completeness constraint in other literature [13]. Whilst sufficiently strict, this constraint is
particularly powerful in terms of enhancing the purity of a given analysis. In this study, the
threshold selections imposed upon the ROE tracks were relatively high to exclude only those
events that were likely to be due to backgrounds. These included standard impact-parameter
and CDC acceptance cuts, dr < 2 cm, |dz| < 5 cm, and 0.297 < § < 2.618 radians, a mod-
erate selection on the transverse momentum, p; > 0.2 GeV, and energy thresholds for the
associated ECL clusters: E > 0.10 GeV for the forward end-cap, £ > 0.09 GeV for the
barrel, and £ > 0.16 GeV for the backward end-cap.

5.5.2 Best Candidate Selection (BCS)

During the reconstruction of each particle in the T(4S) decay chain, multiple candidates
often arose due to the existence of more than one combination of particles (or detector infor-
mation, in the case of final-state particles) that satisfied the given selections. Much like the
case for the FEI calibration study in the previous chapter, a method for choosing a single,
best candidate per event for each particle was thus implemented.

A single By,, candidate was chosen first for each event, with the candidate with the high-
est value of the FEI SignalProbability selected. After the reconstruction of the lepton on
the signal side, a single lepton per event was also chosen based on the highest value of the
relevant lepton identification variable, the pidChargedBDTScore.

For the reconstructed pions, one candidate was not explicitly selected. Instead, the single
B, the single lepton, and several pion candidates were combined to produce multiple can-
didates for the Y (4S) meson. In this way, the candidate multiplicity of the Y(4S) was driven
entirely by the multiple pion candidates. The enforcement of the completeness constraint
detailed in the previous section was highly effective at reducing the number of events con-
taining multiple T (4S) candidates, as most events with particles remaining in the ROE after
the full reconstruction of the event were discarded. However, the nature of this constraint
was such that only those events with ROE particles satisfying the selections described above
were rejected, resulting in a small number of events in which multiple T (4S) candidates were
retained even after the application of the completeness constraint. Thus, a single Y(4S)
candidate was also chosen for each event. For reconstructed B® — 7~ (Tv, decays, the Y (4S)
candidate with a charged pion granddaughter corresponding to the highest value of the pion
identification variable, pionID, was selected. For BT — 7%(*1, decays, the best T(4S) can-
didate was chosen based on the lowest opening angle of the photons originating from the
decay of the signal neutral pion, 1.,. Here, the opening angle refers to the angle between
the flight directions of the two photons, with lower values typically characteristic of photons
arising from a real 7° — ~~ decay. Fake 7 candidates formed from photons released from
interactions in the forward and backward endcap regions of the detector tend to possess
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larger values of the opening angle, as the two photons cannot be traced back to a common
decay vertex [32].

5.5.3 Selection Optimisation

For this analysis, in addition to the default selections given above, a set of further selections
were taken from the prior Belle study [32] and optimised individually. The nominal values of
these selections as found in Ref. [32] are listed in Table 5.2, with each defined and described
in detail in the coming sections.

Variable | Selection, B — 7= ¢*v, | Selection, B* — 7%¢*y,
Fniss ELiss > 0.3 GeV
Eresidual Eresiqual < 1.0 GeV Eresiqual < 0.6 GeV
Biag My Biag Mye > 5.27 GeV
Pelab Deab > 0.3 GeV
Dptab > 0.6 GeV
Py - Y., < 1.32 rad.
|20 — 2r| |20 — 2| < 0.10 cm —
coslpy lcosfpy| < 3.0

Table 5.2: A number of analysis selections imposed during the Belle hadronic tagged B —
mlyy study detailed in Ref. [32].

The M2, distributions in MC after the application of the FEI skim selections, the default
analysis selections, the best candidate selections and the nominal selections given in Table
5.2 are illustrated in Figures 5.4 and 5.5 for reconstructed B — 7= ¢*v, and BT — 7% "y,
decays, respectively. All MC components have been normalised to the integrated luminosity
of the available continuum sample. The signal components of each distribution are given
by the red filled histograms, with the total backgrounds broken down into several differ-
ent components. These include background contributions from continuum events, crossfeed
from other semi-leptonic B — X,lv,; decays, and other BB backgrounds, such as those from
B — X (v, decays. For B® — 7= (*v, in Figure 5.4, the background B° — p~¢*v, contribu-
tion was extracted from the B — X, {1, component and plotted separately to illustrate its
considerable relative size. In these figures, the majority of signal events can be clearly seen
to fall within the region —1.0 < M2, < 1.0 GeV?, with a clear peak observed at 0 GeV?, as
expected. This M2, region is thus referred to as the signal region, with higher M2 values
defined within the range 1.0 < M2, < 3.0 GeV? termed the M2, sideband.

Whilst the discrimination between signal and background events was already evident us-
ing the nominal selections taken from the Belle study, this was sought to be further improved
via the optimisation of each selection, a process aimed at finding the values of the selections

that best reduced the backgrounds whilst maintaining as many signal events as possible. In
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Table 5.2 [32], for reconstructed BY — 7~ e*v, (left) and B® — 7~ u*v, (right). All MC has
been normalised to the integrated luminosity of the continuum sample, 1 ab™.
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Figure 5.5: M2, distributions in MC after the application of the FEI skim selections, the
default analysis selections, the best candidate selections and the nominal selections given in
Table 5.2 [32], for reconstructed BT — % *v, (left) and B — 7°u* v, (right). All MC has

been normalised to the integrated luminosity of the continuum sample, 1 ab™1.

order to achieve this, a common metric for estimating the statistical significance of the signal
was used, S/4/S + B, where S and B refer to the number of signal and background events
remaining post-selection in a chosen region as described below. For each individual selection,
the value of the cut was varied across a window defined around the nominal Belle selection,
keeping all other selections constant at the values listed in Table 5.2. The S/+/S + B signifi-
cance estimator was then calculated from the resultant M2, . distribution for each cut value.

miss
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Other selection optimisation methods exist which take a more nuanced approach, optimising
the full set of analysis selections concurrently in such a way that any correlations between
selection variables are taken into account. However, given that the selection values chosen as
starting points for the given analysis were taken from the peer-reviewed and highly acclaimed
Belle study published in 2013 [32], with these selections already demonstrating a high degree
of signal-to-background discrimination as seen in Figures 5.4 and 5.5, the simpler method of
optimising the analysis selections individually was deemed sufficient for the present study.

To determine the number of signal and background events used in the calculation, the
resultant M2, distributions in MC were used to generate what is known as an Asimov data-
set. Asimov data has a variety of applications, and is defined as a set of data points that
exactly matches the given expectation for a particular distribution - in essence, a ‘perfect
data-set’ [89]. In this context, the Asimov data-set generated for each M2, distribution
corresponded to the total number of weighted signal and background MC events in each bin.
In a similar manner to those described in Section 4.1.4, maximum likelihood fits were then
performed to the given Asimov data-sets to extract the yields for each cut value studied.
Two MC templates were used in the fit, a signal and background template, with the latter
containing all of the various background contributions merged together. The fits were per-
formed over the full M2, range, but only the yields within the signal region were extracted
by integrating the fitted pdfs over the —1.0 < M2, < 1.0 GeV? range. Optimising the
selections in this way specifically targeted the reduction of background events in the M2,
region from which the the majority of signal events will eventually be reconstructed in real
data. Whilst the number of signal and background events remaining after each selection
could have been determined simply by counting the relative event numbers in MC using
the given truth information, the use of Asimov data allowed also for the validation of the
fitting technique which will ultimately be used to extract these real data yields. Only the
MC was used for the selection optimisation, in order to avoid any bias with respect to the
real data. The following sections will detail the optimisation of each individual selection and

the resultant distributions of the S/4/S + B significance estimators in MC.

Emiss

The missing energy in the event, defined in Section 5.4, was optimised by scanning cut values
around the nominal Belle E;s > 0.3 GeV selection, which was applied to all four recon-
structed B — mly, modes. The S/+/S + B distributions corresponding to these cut values
are displayed in Figure 5.6, with error bars calculated from the propagation of the errors on
the signal and background yields returned from the maximum likelihood fits to the Asimov
data. The equivalent F,,; distributions are also included in the figure, plotted for the range
spanning the tested cut values.
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For each decay mode, the distribution of the significance estimator is largely flat across
all cut values studied, indicating that the chosen value for this selection has no substantial
impact on the overall significance. This is unsurprising given the FE,; distributions pro-
vided, with only very few events falling within the plotted window. In light of this, the
loosest selection was chosen for each mode to retain as many signal events as possible:

Episs > 0.25 GeV

FEI SignalProbability

The official hadronic FEI calibration factors are provided only for certain selections on the
Bi,s SignalProbability, starting from the loose selection imposed during the application
of the hadronic FEI skims, SignalProbability > 0.001. The different thresholds were eval-
uated to determine which selection resulted in the best signal significance for the analysis,
as can be observed in the S/4/S + B distributions shown in Figure 5.7. The equivalent
SignalProbability distributions are also included in the figure, plotted on a logarithmic
scale for better visualisation of the relative components. In considering all four decay modes,
maintaining the skim selection was found to be the best option both for maximising the sig-
nal significance and efficiency:

B, SignalProbability > 0.001

The chosen SignalProbability selection was applied to all Bi,, decay modes, in line
with official recommendations. Both the FEI skims and the personal calibration study de-
tailed in Chapter 4 made an exception for the modes B® — J/¥ K2 and BT — J/¢ K™ for
which no SignalProbability cut was applied. This decision arose due to issues resulting
from the insufficient training of these modes during a prior instance of training the FEI
algorithm. These issues have since been resolved and the exception was no longer required,
and thus, was not applied.

Btag Mbc

The beam-constrained mass, M., introduced in Section 3.4.1, is a powerful variable used to
distinguish between real and fake B-mesons misreconstructed from continuum events. Cor-
rectly reconstructed B-mesons are characterised by a peak in M. at the known B-meson
mass, 5.28 GeV [20], clearly demonstrated in the M, distributions included in Figure 5.8
for the four reconstructed B — wfv, modes.

Several cut values for the tag-side M. were tested within a window defined around the
2013 Belle selection, M. > 5.27 GeV, with the S/y/S + B distributions also given in Figure
5.8. A clear trend was observed with loose selections resulting in a poor signal significance
due to contamination from continuum backgrounds. Additionally, selecting too tightly at
the B-meson mass, M. > 5.28 dramatically decreased the significance due to the rejection
of a high proportion of signal events. The optimal selection was found to align with that of
the Belle study:

Biag Mye > 5.27 GeV
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Pe1ab

The 2013 Belle study selected electrons and muons with different minimum thresholds on the
magnitudes of their respective lab-frame momenta, pe a1, > 0.3 GeV and p,1ap > 0.6 GeV.
To establish the optimal selection for this analysis, the S/4/S + B significance estimator was
similarly evaluated for cut values defined within a window around the nominal selections.
Only prab values greater than 0.2 GeV were considered, as no lepton identification correc-
tions were available for reconstructed leptons with momenta lower than this threshold. In
any case, the proportion of leptons in this analysis possessing these lower momentum values
was negligible after all other analysis selections.

Figure 5.9 displays the pgp., and S/4/S + B distributions for the range of cut values
studied, with only a small number of leptons possessing a momentum within this window.
Given the relatively flat nature of the significance estimator across this range, it was decided
to cut loosely on both the electron and muon momenta to maximise the signal efficiency:

Delab > 0.2 GeV

1/}’7’7

To reject backgrounds from fake 7° candidates in reconstructed B — 7%t v, decays, a selec-
tion on the photon opening angle introduced in Section 5.5.2 was also implemented. Various
selections were investigated around the nominal Belle cut of ¥, < 1.318 rad., equivalent to a
selection on the cosine of the angle of cosi., > 0.25. The resultant S/+/S + B distributions
are shown in Figure 5.10 together with the equivalent v.., distributions, for BT — 7™,

and Bt — 7%t v, decays.

The estimated significance was similarly found to not depend heavily on the choice of the
1, selection. To maximise the signal efficiency, the Belle selection was therefore loosened
for this analysis:

)y, < 1.5 rad.

|Z€_Z7r|

In the reconstruction of B® — 7= ¢*1, decays, the final-state lepton and charged pion on
the signal side originate from the same decay vertex, and fake combinations can similarly be
rejected by requiring that the tracks are reconstructed in close proximity. Defining a cylindri-
cal coordinate system with an origin defined at the e™e™ interaction point, the Belle analysis
imposed a selection on the distance between the points on the pion and lepton tracks that
corresponded to the shortest distance from the z-axis, termed the points of closest approach
(PCA) [32], |20 — 2| < 0.10 cm.

The 2z, — z, distributions for the reconstructed B® — r~e*r, and B* — n~ptv, decays in
MC are illustrated in Figure 5.11, together with the S/4/S + B distributions resulting from

103



Belle Il MC [cdt=1ab"!

mm B*-onletv,
B B- other X,fvy
Other BB

qq
w2 MC stat. unc.

SIV(S +B)

Events / (0.021 GeV)

Belle Il MC [cdt=1ab?

_— Btonfuty,
6 I B- other X,fv;
Other BB

qq

5F oy MC stat. unc.

Events / (0.021 GeV)

Wy [GeV]

Figure 5.10: Distributions of 1., (left) and the significance estimator S/+4/S + B as a function
of the selection (right), for BT — 7%*v, and B* — 7°u*v, decays. Selection values are

“ Belle Il MC15 [cdt=1ab!

-
w

-
N

11

10

14

13

10

¢ Bf-onletv,

T

L L L L L L L
120 125 130 135 140 145 1.50
@y Cut

Belle Il MC15 [cdt=1ab"!

¢ Bronluty,

(LR

120 125 130 135 140 145 150
yyy Cut

shown as dashed vertical lines on the leftmost plots.

the scan of cut values around the nominal Belle selection. The observed peak is particularly
narrow, with few events observed outside of the |z, — 2| < 0.05 cm window. As a result, the
signal significance varies only slightly for selections outside of this range. On the other hand,
cutting too tightly into the signal peak at |z, — 2| < 0.01 cm corresponds to a drop in the
significance. It was decided to tighten the selection from the Belle case given the absence of
events with |z, — z;| > 0.05 cm, but to keep the selection relatively loose to retain as many

signal events as possible:

|ze — 2| < 0.05 cm
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Bsig costipy

Another powerful variable for distinguishing between signal and background events in a
semi-leptonic B-meson decay is the cosine of the angle between the flight directions of the
B-meson and the pseudo-particle Y, cosflgy. Here, the Y system does not represent a real
particle, but rather corresponds to the combination of the four-momenta of the leptonic and
hadronic B-meson daughters; in this case, the combined pion-lepton system. The value of
coslgy for the B — mly, decays relevant to this study can be determined using the following
formula [32]:

2EBsigEY - mQB - M}%

2|ﬁBsig |ﬁY|

coslpy =

9

where Ep, and Ey are the energies of the signal B-meson and pion-lepton system Y,
respectively, mp and my are the respective invariant masses, and |pjp,, | and [py| are the
magnitudes of the respective 3-momenta. Correctly reconstructed signal events must corre-
spond to physical values of this cosine, with |cosfpy| < 1. However, to account for detector
resolution effects, the 2013 Belle study loosened this selection to |cosfpy| < 3 [32].
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Figure 5.12: Distributions of the signal cosfpy (left) and the significance estimator
S/\VS+ B as a function of the selection (right), for B — 7 etv,, B — 7 uty,,
BT — 7wty and Bt — 7w, decays. Selection values are shown as dashed vertical

lines on the leftmost plots.
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Several cut values around the Belle selection were tested, with the resultant S/v/S + B
distributions displayed in Figure 5.12 for each of the four reconstructed B — m/lr, modes,
together with the equivalent cosflgy distributions. The vast majority of signal events fell
within the |cosfpy| < 1 range. No large variation was observed in the estimated significance,
though slight improvements were found to correspond to tighter selections. In light of this,
it was initially decided to tighten the Belle selection further to |cosfpy| < 1.5. However,
whilst the gain to the significance in the M2, signal region was marginal as demonstrated
by the given S/4/S + B distributions, this selection also greatly reduced the background
levels in the M2, sideband, where 1.0 < M2, < 3.0 GeV?. This can be clearly observed
in Figures 5.13 and 5.14, which depict the M2, distributions in MC for B® — 7= ¢*v, and
Bt — 7%0* v, decays, respectively, after all default selections, best candidate selections, and
nominal 2013 Belle selections as listed in Table 5.2, but with the cosfgy selection tightened
to |cosfpy| < 1.5. It is necessary to retain a certain background level in the M2, sideband
such that a robust template pdf can be formed through which the background shape can
be adequately constrained during the fitting process. To accommodate for this in the given
study, the cosflgy selection was ultimately loosened to be consistent with the Belle selection:

lcosfpy| < 3.0
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Figure 5.13: M2, distributions in MC after the application of the FEI skim selections, the
default analysis selections, the best candidate selections and the nominal selections described
in Table 5.2 [32], with the cosflpy selection tightened to |cosfpy| < 1.5, for reconstructed
B — 7~etv, (left) and B® — 7~ putv, (right) decays.

Eresidual

The Eiesiqual variable, referred to in other literature as Egcy, [32], is defined as the sum of the
residual energy left in the electromagnetic calorimeter by neutral particles (primarily pho-
tons) that are not reconstructed on either the tag or signal sides of the event. The 2013 Belle
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Figure 5.14: M2, distributions in MC after the application of the FEI skim selections, the
default analysis selections, the best candidate selections and the nominal selections described
in Table 5.2 [32], with the cosfpy selection tightened to |cosfpy| < 1.5, for reconstructed
Bt — %, (left) and BY — n%utv, (right) decays.

study imposed selections on this residual energy calculated in the CMS frame, optimised for
each signal decay mode studied, with FEiegaua < 1.0 GeV for reconstructed BY — 7= ¢y,
and Elesiqual < 0.6 GeV for reconstructed Bt — 7% T, decays. For this analysis, the CMS
energies from all neutral ECL clusters satisfying the T(4S) ROE conditions listed in Section
5.5.1 were summed, and the respective selections were optimised using the S/4/S + B dis-
tributions given in Figure 5.15.

For the neutral B-meson decays, the resultant distributions were largely flat across the
FEresiqual cut values scanned, and it was decided to maintain the Belle 2013 selection:

FEresiqua < 1.0 GeV (BO — 7T_€+I/g)

More variation in the significance estimator was observed for the B* — 7%/*1, modes,
with signal events somewhat skewed towards lower FE,squa values as seen in the MC distri-
butions, though the results for each cut value were largely consistent within uncertainties.
As a result, selections tighter than those used for the Belle study generally corresponded to
a lower signal significance. The decision was made to loosen the selection slightly to retain
more signal events at no cost to the statistical significance:

FEresidual < 0.75 GeV (BT — 7% " v,)
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The E,esiqual selections decided upon as described above were initially applied to the MC
and data used throughout the subsequent analysis. However, during a later process of inter-
nal peer review within the Belle II collaboration for the purpose of publishing the B — 7/lv,
study as a journal paper, the FE,equa Selections were ultimately removed. Several concerns
were raised due to the current mismodelling of this variable with regards to the observed
data-MC agreement in other, independent Belle II analyses, and it was suggested to remove
any dependency on this variable for the given analysis to avoid potential bias.

The resultant M2, distributions after the removal of the Fesqua selections are shown in
Figures 5.16 and 5.17 for reconstructed B® — 7~ ¢*v, and BT — 7% "y, decays, respectively.
All other default selections, best candidate selections, and those selections chosen after the

optimisation process above have been applied.
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Figure 5.16: M2, distributions in MC after the application of the FEI skim selections, the
default analysis selections, the best candidate selections and all optimised selections described
in Section 5.5.3 with the exception of the Eiesidqual selection, for reconstructed B — m~e*r,

(left) and B® — 7~ pu*w, (right).

As observed, removing the Fiqual Selections resulted in a large increase in the number
of background events, both in the signal and sideband regions of M2, . In particular, the
continuum background within the signal region was observed to rise substantially for both
muon channels, B® — 7~ u*v, and Bt — 7%u%v,. Despite these enhanced continuum levels,
as will be demonstrated in Section 5.6, the application of a continuum suppression Boosted
Decision Tree (BDT) post-selections was effective at eliminating the vast majority of the
remaining continuum background, and the removal of the FE,egqua selection proved to be a

viable decision for the analysis moving forward.
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Figure 5.17: M2, distributions in MC after the application of the FEI skim selections, the
default analysis selections, the best candidate selections and all optimised selections described
in Section 5.5.3 with the exception of the Eiesiqual selection, for reconstructed B* — nle*r,

(left) and BT — 7%u*v, (right).

My

A final selection was implemented after the removal of the F\cqua selection described above,
created specifically for this analysis to target the rejection of continuum events in the M2,
signal region. This selection was applied exclusively to the B* — 7°u*v,, decay channel, for
reasons that will be outlined below.

The M2, distributions shown thus far throughout this chapter have been evaluated
over the full range of the square of the four-momentum transfer to the leptonic system,
¢?, first introduced in Section 1.2.3. Of particular importance to this analysis, however, is
the division of these distributions into bins of ¢?, from which the differential decay rates
as a function of ¢ and the magnitude of |V;,| will be extracted in the following chapters.
With the integrated luminosity of the current data-set, sufficient statistics were available
to divide the given M2,  distributions into six ¢? bins for the subsequent analysis, namely

q1:¢>€[0,4],q2: [4,8],¢3 : [8,12],q4 : [12,16], g5 : [16,20] and g : [20,26.4] GeV?.

Upon investigating the relative background levels in the M2, distributions within each
¢* bin for reconstructed B* — 7%utv, decays, after the removal of the Eyesiqual selection, the
continuum background was found to peak at 0 GeV? in the first ¢ bin alongside the signal
MC. Figure 5.18 illustrates the result of splitting the M2, distribution for the B* — 7%u*wv,
decays given in Figure 5.17 into six ¢? bins, with the peaking nature of the continuum clearly
seen in bin ¢;. Peaking backgrounds are particularly problematic when considering fits to
real data, as the similar background and signal MC templates can potentially result in con-
tinuum data events being wrongly assigned as signal events by the fitting algorithm, or vice
versa. For this reason, the continuum background in this first ¢> bin was investigated further
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Figure 5.18: M2, distributions in MC after the application of the FEI skim selections, the
default analysis selections, the best candidate selections and all optimised selections described
in Section 5.5.3 with the exception of the E,egqua Selection, for reconstructed B — WO;L*VM
decays in six bins of ¢2.

in an attempt to remove the peaking nature of this background before the application of the
continuum suppression BDT for the overall large-scale reduction of the continuum across all
values of ¢2.

Figure 5.19 depicts the Bt — 7%u*v, events reconstructed from continuum MC dis-
tributed on a 2-dimensional plot of M2, versus ¢>. The events are split into two categories:
those in which the reconstructed muons were real muons in the underlying MC truth, and
those in which the muons were fake, misreconstructed from other final-state particles, largely
charged pions and kaons. As can be observed, the overwhelming majority (over 85%) of
muon candidates reconstructed from the continuum background were fake, with a substan-
tial amount of these fake muons concentrated in the first ¢ bin, 0 < ¢® < 4 GeV?.

For a correctly reconstructed hadronic tagged Bt — 7°u* v, event, the peak at M2, = 0
GeV? originates from the (approximately) massless neutrino being the only particle in the
event unable to be reconstructed. For a continuum background event, however, this premise
is entirely invalid, with the production of events in which M2, = 0 GeV? being due to other
underlying causes. As discussed, the pion and muon can be combined into the pseudo-particle
Y, with four momentum py = pro+p,. Under the assumption that the four-momentum of the

signal B-meson, Bgg, is a combination of the Y- and missing four-vectors, pp;, = Py + Prmiss
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Figure 5.19: Distribution of M2 vs. ¢ for BT — 7°u"v, decays reconstructed from qg

MC, after all FEI skim selections, default analysis selections, best candidate selections and
all optimised selections described in Section 5.5.3 with the exception of the F,egqua Selection.
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Figure 5.20: Distribution of M2 vs. ¢* for BT — 7%u"v, decays reconstructed from ¢g MC,
after all FEI skim selections, default analysis selections, best candidate selections and all
optimised selections described in Section 5.5.3 with the exception of the Elegiqual Selection.

continuum events in which M2, ~ 0 GeV?, in turn implying a null four-vector for the miss-
ing momentum, puiss ~ 0 GeV, must correspond to events in which py ~ pp,,. It directly
follows that the square of the four-momentum of the Y, or the square of the Y invariant
mass, M2 = p?, must be consistent with the mass of the signal B-meson, M3 ~ M3. In
other words, continuum events with low M2, values must also possess high M2 values
close to the square of the B-meson mass. In this way, the continuum events peaking within

the signal region in the first ¢ bin can be directly targeted by restricting M2 to lower values.

Figure 5.20 displays a 2-dimensional plot of the distribution of M against ¢* for BT —
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muty, decays reconstructed from continuum MC. In the ¢? region corresponding to bin ¢,
the vast majority of events with higher M values above 20 GeV? are those in which a fake
muon was misreconstructed from a pion or kaon. To reject these problematic events, thereby
excluding those events responsible for the peaking nature of the continuum background at

M2, =0 GeV?, it was decided to make the following selection on M3:

Mg <20 GeV? (B — nuty,)

The result of implementing this selection is demonstrated through the M2, distributions
shown in Figure 5.21 for the six ¢? bins studied. It can be clearly observed that the peaking
behaviour of the continuum background in the first ¢* bin has been mitigated. The given
selection also had little effect on the signal MC in this bin, with a drop in the number of
remaining signal events of only ~ 3%. The distributions in the five, higher ¢ bins were
larger unaffected by the selection, due to the kinematically motivated absence of events with
M values above this range as inferred from Figure 5.20.
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Figure 5.21: M2, distributions in MC after the application of the FEI skim selections,
the default analysis selections, the best candidate selections and all optimised selections
described in Section 5.5.3 with the exception of the Eqqua selection and the addition of the
M3 selection, for reconstructed BT — 7%u* v, decays in six bins of ¢*.
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5.6 Continuum Suppression

Due to the fact that the event shape differs significantly between continuum and Y(4S)
— BB events, a common practice at B-factory experiments such as Belle II involves training
a classifier to distinguish between continuum and signal events using a number of variables
that characterise the event shape and kinematics. This is typically performed after all other
analysis selections have been applied. Selections made on the resultant classifier output can
then be used to suppress backgrounds from continuum events. As mentioned in the previous
sections, dedicated BDT algorithms were trained and implemented after the application of
all analysis selections described in Sections 5.5.1 — 5.5.3, for the purpose of rejecting the
majority of the remaining continuum background.

Prior to the training process, the continuum and signal MC samples listed in Table 5.1
were split to avoid potential bias, with separate sub-samples used for the BDT training and
the subsequent analysis. Of the MC samples used, 50% of the given continuum MC was set
aside for the training, with 50% retained for use in the analysis. The B — w/f1, events were
isolated from the B — X, /v, hybrid samples, and 10% of these events were set aside for the
training, leaving 90% of the signal MC events for the analysis. The scaling factors used to
normalise the integrated luminosities of the signal and continuum components of the MC in
the analysis were updated to reflect these relative percentages.

The FastBDT software introduced in Section 2.4.3 was utilised for the training of the
continuum suppression BDTs. A number of variables were used in the training, based on
Belle IT recommendations for well-modelled variables that were found to exhibit reasonable
data-MC agreement in an independent study. These included several Cleo Cones [90], mea-
sures of the energy flux in various polar angular cones built around the B-meson thrust
axes, and Kakuno-Super-Fox-Wolfram (KSFW) moments [46], further analytical functions
describing the geometric distribution of particle energies in a given event. The cosTBTO vari-
able first introduced in Section 4.1.2 was also used for the training, along with the closely
related variable cosTBz, in which the cosine of the angle between the B-meson thrust axis
and the z-axis as defined by the detector geometry was determined. The full list of variables
is given in Table 5.3, and included both those calculated with respect to the reconstructed
tag and signal B-mesons. Figures 5.22, 5.23, 5.24 and 5.25 depict the distributions of each
training variable in MC, for reconstructed B — 7~ e*v,, B* - 7~ u*v,, Bt — n’e*v, and
BT — 7%uty, decays, respectively.

It was decided to perform the training in each ¢ bin as opposed to doing so over the
full ¢® range. As the analysis would ultimately be conducted within the six ¢* bins chosen,
this approach meant that the presence of any sharp features in the M2, distributions after

applying a selection on the BDT classifier output could be avoided. A total of 24 BDT's were
trained, one in each ¢? bin for each reconstructed B — /v, mode.
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Variable

CleoCone(3)
CleoCone(4)
CleoCone(5)
CleoCone(6)
CleoCone(7)
CleoCone(8)
CleoCone(9)
KSFWVariables (hoo4)
KSFWVariables (hso02)
KSFWVariables (hso04)
KSFWVariables (hso12)
KSFWVariables (hso14)
KSFWVariables (hso22)
KSFWVariables(hso24)
cosTBTO

cosTBz

0Q
0Q

CAUXXAUX WU NX X% T
NN U N U QR G N NE SN R

Table 5.3: Variables used in the training of the continuum suppression BDTs for the B —
mly, analysis. Check marks indicate the inclusion of the given variable calculated with
respect to the particular B-meson reconstructed, that is, the By, or the Bg,.

Figures 5.26, 5.27, 5.28 and 5.29 show the MC distributions of the resultant BDT classifier
output, Pcs, in each ¢? bin for reconstructed B® — 7 e*v,, B® - 7 ptv,, Bt — 1letr,
and BT — 7.t v, decays, respectively. Clear discrimination between continuum and signal
events is observed in all cases. Additionally, the majority of events are skewed towards
values of 0 or 1, with few events populating the middle range of 0.2 < Pcg < 0.8. Given this

behaviour, a single selection was chosen for each mode in each ¢? bin for simplicity:

Pcs > 0.6
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Figure 5.22: Distributions in MC of the variables used to train the continuum suppression
BDTs, for reconstructed B® — 7~ e*tv, decays.
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Figure 5.22: Distributions in MC of the variables used to train the continuum suppression

BDTs, for reconstructed B — e, decays.
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Figure 5.23: Distributions in MC of the variables used to train the continuum suppression
BDTs, for reconstructed B® — 7~ ptv, decays.
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Figure 5.23: Distributions in MC of the variables used to train the continuum suppression
BDTs, for reconstructed B® — n~ptv, decays.

120



Belle Il MC [cdt=1ab? Belle Il MC [cdt=1ab! Belle Il MC [cdt=1ab!

2500 [ peometv, [ ——— 2500 [ mm 5*ret,
= other X,tv 2500 [ s 8- other X,tv, -5 other X,tv,
Other B Other BB Other BB
2000 |7 Mestat. unc. o MC stat.unc. 2000 |7 e stat wne
2000
s s H
(] (3 (]
& 1500 o p
2 1500 Q 100
e =) S
Z Z Z
£ 1000 £ £ 1000
S S 1000 - S
> > >
w w w
500 500 | | 500 =.“_
L] T e
nanne -
e g
%0 05 10 15 20 25 30 35 4 %0 05 10 15 20 25 30 35 %005 1o 15 20 25 30 35
Bsig CleoClone(3) [GeV] Bsig CleoClone(4) [GeV] Bsig CleoClone(5) [GeV]
Belle Il MC [cdt=1ab! Belle Il MC [cdt=1ab! Belle Il MC [cdt=1ab!
m— B*-nle*v, - B*-nle*v, m— B*-nletv,
mmm B other X,tv, = B other Xutv, = B~ other X lv;
Other 88 2000 Other B8 2000 |~ Othersd
2000 ad aq q
s MC stat. unc. s MC stat. unc s M stat. unc
2 H 3 1500
& 1500 ! 8 1500 ! o E
o o o
N N I
IS =) =]
Z Z Z
£ 1000 & 1000 | » 1000
[= [= c
g g g
i1} o ) o
‘“ T
500 / 500 - s 500 |
N N n N N e " " " . N e _ N " n . OO sy
%0 05 10 15 20 25 30 35 40 %0 05 10 15 20 25 30 35 40 %0 05 10 Is 20 25 30 35 40
Bsig CleoClone(6) [GeV] Bsig CleoClone(7) [GeV] Bsig CleoClone(8) [GeV]
Belle Il MC [cdt=1ab! Belle Il MC [cdt=1ab! Belle Il MC [cdt=1ab!
2000
2000 [ mm 5eomery, [E——— [E——
B other X,4v, 8- other X,v, 2000 [ == 8- other X,tv,
Other BB Other BB Other BB
1750 oue 1750 oue the
s MC stat. unc s MC stat. unc. 1750 f oz mcstat. unc
__ 1500 _ 100 _
> > > 1500
(] (3 (]
9 1250 O 1250 K]
by 2 & 1250
S S 1000 S
= 1000 = ~ 1000 F
@ @ 0
8 2 8
$ 750 S 750 <
> > >
w w w
500 500 |
250 o 250 F e
casnes s
ctosnnnn
%0 05 10 15 20 25 30 3. %0 05 10 15 20 25 30 35 40 %0 05 1o Is 20 25 30 35 40
Btag CleoClone(3) [GeV] Btag CleoClone(4) [GeV] Btag CleoClone(5) [GeV]
Belle 1l MC [edt=1ab? Belle Il MC [cdt=1ab1 Belle Il MC [rdt=1ab?
3500 == 07 - 2500 [ g geantery,
w5~ other X,tv, B~ other X,tv, B other X,tv,
Other 86 2500 Other 88 Other 88
! ad o
3000 F 127 mc stat. une. o i stat. unc. 2000 77 Mcstat. unc
s S 2000 S
3 2500 v P 3
[} © ©
o e ™~ 1500 1
n
N 2000 S 1500 == ]
=) q = -
g 2 g
£ 1500 m £ 1000 -
9] € 1000 S
@ g >
1000 e - w o =
e 00 500
500
- . o s
- . - 0 . e N N L -
%0 05 10 15 20 25 30 35 40 -0.06 -0.04 -0.02 000 002 004 0.6 =04 -03 -02 -01 0.0 01 02 03 04
Btag CleoClone(9) [GeV] Bgig KSFWHoo4 [GeV] Bgig KSFW/s004 [GeV]

Figure 5.24: Distributions in MC of the variables used to train the continuum suppression
BDTs, for reconstructed B* — m%e*tv, decays.
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Figure 5.24: Distributions in MC of the variables used to train the continuum suppression
BDTs, for reconstructed BT — n%e ", decays.
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Figure 5.25: Distributions in MC of the variables used to train the continuum suppression
BDTs, for reconstructed Bt — 7%u*v, decays.
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Figure 5.25: Distributions in MC of the variables used to train the continuum suppression

BDTs, for reconstructed Bt — n%u*vy, decays.
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7~ etv, decays, in six bins of ¢%. A log scale is used on the y-axis.

20GeV?/c* = g% = 26.4 GeVf/c*

. Belle Il MC [rdt=500fb" 1o Belle I MC Jrdt=500fb" , Belle Il MC Jedt=500fb"?
——atruty 0GeV?/ct = g2 <4 GeV?/ct - 4Gev/ct = g2 <BGeVZ/ct _— e 8GeV2/ct = q? <12GeV?/c
—Bap - 8%ty
-5 other Xt - other X, = other X,
Other 86 Other B6 Other B6
W s, e s s, ne P v s e =
5w 50 510
1z
5 M@ 5 wm 5 w
=2 IS S
2 2 2
2 2 ]
€ € [
H % $ g
@ 10t % D 10'E & 10t o
% ; 7
B, ¢ 5 z
% 7 | % 7., 7
w ) % 2
7. % % 2
e ?” * '8 o Yy
7% 7, /
o o o
100,0 02 0.4 0.6 0.8 1.0 100,0 02 0.4 0.6 0.8 1.0 10040 0.2 0.4 0.6 0.8 1.0
Pes Pes Pes
- -1 - -1
1> Belle I MC Jedt=500fb 1> Belle I MC [cdt=500fb » Belle 1 MC Jedt =500
2/ < g2 244 -8y, 2/ < g2 244 P
12GeV?/c* = g2 < 16 GeV?/ e 16 GeV?/c* = g2 < 20 GeV?/ [Ep— 20GeVI/c = g7 = 26 4Gevhct
== B~ other X,tv, B~ other X,tv, - tv
Other 66 Other 86 et
a4 a4 _
2. MC stat. unc. v MC stat. unc. s C stat. unc. g
|z
~ 102 ~ 10
510 S 0
5 Z 5 ~
3 4 S
e e S
3 g P
g g g
@ 101 F @ 10t F “ @ 10t
%
P
L ” % vV,
’% V. V) % 7 %, 7
P A 4 7
o o - = 5 =
100.0 0.2 0.4 0.6 0.8 1.0 100,0 0.2 0.4 0.6 0.8 1.0 1001) 0.2 0.4 0.6 0.8 1.0
Pes Pes Pcs
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5.7 Final Analysis Selections

To summarise the various selections introduced and discussed in the previous sections, the
final list of all analysis selections chosen is given in Table 5.4. The final M2, distributions
in MC after the application of these selections are displayed in Figures 5.30 and 5.31 over the
full ¢? range, for reconstructed B® — 7= ¢*y, and B* — 7%y, decays, respectively. The
equivalent distributions separated into six ¢ bins are shown in Figures 5.32, 5.33, 5.34, 5.35,
5.36 and 5.37. In each plot, the MC has been normalised to the integrated luminosity of
the continuum sample used for analysis, 500 fb~!, equivalent to half of the total continuum
sample prior to splitting it into the continuum suppression BDT training sample and the
analysis sample. It can be observed that the continuum background has been significantly
reduced after the application of the continuum suppression BDT classifier selection. With
the analysis selections and the resulting M2, distributions built from MC finalised, the
analysis on real data will be explored in the following chapter.
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Figure 5.30: M2, distributions in MC after the application of all analysis selections and
data-MC corrections, for reconstructed B® — 7~ etr, (top left) and B® — 7 u*v, (top
right). The combined distribution for all reconstructed B® — 7~ ¢*v, decays, where £ = ¢ or

i, is also shown (bottom). All MC has been normalised to the integrated luminosity of the
continuum sample used for analysis, 500 fb~1.
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Figure 5.31: M2, distributions in MC after the application of all analysis selections and
data-MC corrections, for reconstructed B* — 7%Tv, (top left) and Bt — #u*v, (top
right). The combined distribution for all reconstructed B™ — 7%* v, decays, where £ = ¢ or
W, is also shown (bottom). All MC has been normalised to the integrated luminosity of the

continuum sample used for analysis, 500 fb~1.

128



Event FE i > 0.25 GeV

No additional tracks in event satisfying: dr < 2 cm, |dz| < 5 cm,
0.297 < 0 < 2.618 rad., p; > 0.2 GeV, E > 0.10 GeV (forward
end-cap), £ > 0.09 GeV (barrel), £ > 0.16 GeV (backward
end-cap)

PCS > (.6

Biag FEI SignalProbability > 0.001

My > 5.27 GeV

—0.15 < AE < 0.1 GeV

cosTBTO < 0.90(0.85), BY,,(Big)

One Byqy per event with highest SignalProbability

e/ dr <2 cm, |dz| <5 cm

0.297 < 0 < 2.618 rad.

De,lab > 0.2 GeV

pidChargedBDTScore > 0.9

One lepton per event with highest pidChargedBDTScore

wE dr <2 cm, |dz| <5 cm

0.297 < 0 < 2.618 rad.

pionID > 0.6

nCDCHits > 20

v (7% = 47) | 0.297 < 6 < 2.618 rad.

Cluster from hits to more than one ECL crystal

E > 0.080 GeV (forward end-cap), £ > 0.030 GeV (barrel),
E > 0.060 GeV (backward end-cap)

70 0.120 < M < 0.145 GeV
)y, < 1.5 rad.
ng —3 < cosfpgy < 3

|2z¢ — zz] < 0.5 cm
BT —3 < cosfgy < 3
MZ <20 GeV? (BT — 7%u*y, only)
T (4S) BCS with highest pionID (Bg,), lowest v, (B

sig)

Table 5.4: Final set of analysis selections chosen for the reconstruction of B — 7/v, decays.
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Figure 5.32: M2, distributions in MC after the application of all analysis selections and
data-MC corrections, for reconstructed B® — 7~ et v, decays in six ¢2 bins. All MC has been
normalised to the integrated luminosity of the continuum sample used for analysis, 500 fb—.
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Figure 5.33:
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distributions in MC after the application of all analysis selections and
data-MC corrections, for reconstructed B® — 7~ pu*v, decays in six ¢? bins. All MC has

been normalised to the integrated luminosity of the continuum sample used for analysis, 500
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Figure 5.34: distributions in MC after the application of all analysis selections and
data-MC corrections, for reconstructed B — 7~ ¢*y, decays, where £ = e or u, in six ¢?

bins. All MC has been normalised to the integrated luminosity of the continuum sample
used for analysis, 500 fb~1.
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Figure 5.35:
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distributions in MC after the application of all analysis selections and

data-MC corrections, for reconstructed Bt — 7%* v, decays in six ¢? bins. All MC has been
normalised to the integrated luminosity of the continuum sample used for analysis, 500 fb—*.
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Figure 5.36:
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distributions in MC after the application of all analysis selections and

data-MC corrections, for reconstructed B* — 7u*v, decays in six ¢? bins. All MC has
been normalised to the integrated luminosity of the continuum sample used for analysis, 500

b1
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Figure 5.37:
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distributions in MC after the application of all analysis selections and

data-MC corrections, for reconstructed BT — 7%*v, decays, where ¢ = e or pu, in six ¢?

bins. All MC has been normalised to the integrated luminosity of the continuum sample
used for analysis, 500 fb~1.
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Chapter 6

Fitting and Results

The previous chapter established the foundations of the hadronically tagged B — mfv, anal-
ysis, with the description of the Monte Carlo samples used, the relevant data-MC corrections,
and ultimately, the development and optimisation of the selections implemented during the
reconstruction. The signal extraction variable chosen for the study, M2, was also intro-
duced, and the distributions of this variable in simulated data were shown for reconstructed
B - 1 etv,, B > ptvy,, Bt — ety and BT — 7uty, decays. M2, distributions
both over the full ¢ kinematic range and divided into six ¢? bins were presented, in prepara-
tion of the measurement of the differential decay rates as a function of ¢? and the extraction

Of |V;1b|

In this chapter, the fitting procedure used for the extraction of the signal yields from the
M?2. . distributions will first be described, including the validation of this procedure using
simulated data. The distributions in real data will then be investigated for the first time,
and the results of fitting these distributions will be presented and discussed.

6.1 Fitting Strategy

In a similar procedure to that employed for the FEI calibration study detailed in Chapter 4,
the binned maximum likelihood method [84] was used to fit the M2, . distributions for this
analysis, implemented via the RooFit software package [85]. The shapes of the signal and
background components of the M2, . distributions in MC after the application of all analysis
selections and corrections were used to construct template pdfs for use in the fits. Due to
limited statistics, particularly when dividing the M2,  distributions into bins of ¢, all back-
ground components including the continuum, cross-feed from other B — X, /v, decays and
other BB events were combined into a single background template under the assumption
that the relative proportions of each background type were correct. This assumption was
reasonable given the statistical limitations, as any potential systematic uncertainty related
to the normalisation of the various backgrounds would be insignificant when compared to the
total statistical uncertainty. At higher integrated luminosities as more data is collected, this
assumption would likely need to be revisited and the fitting procedure revised to incorporate

multiple templates for the different background types. Total fit pdfs were subsequently con-
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structed from the combination of the signal and background templates, and two-component
maximum likelihood fits were performed, returning the fitted signal and background yields
with uncertainties taking the size of the fitted samples into account.

The M2, distributions of each individual ¢? bin were fitted in this way, extracting the
per-bin signal yields. As a secondary measurement and a cross-check, additional fits were also
performed to the M2. = distributions evaluated over the full ¢* kinematic range, extracting
the total number of signal events for a given reconstructed B — 7/fr, mode. Before applying
the fitting procedure to real data, an in-depth study was performed in order to validate the

method using MC.

6.2 Fits to Asimov Data

As a first step towards validating the fitting framework, maximum likelihood fits were per-
formed to Asimov data generated from the MC samples at the given data integrated lu-
minosity of 362 fb~!. For each M2, distribution, this corresponded to fitting a data-set
of equivalent size to the real data sample, but formed from the same combined signal and
background MC templates used for the fit. The uncertainty on the number of Asimov data
events in each M2, bin was taken as the Poisson error on the number of events (v/N) as-
suming the given integrated luminosity, resulting in fitted yields with uncertainties of similar
magnitude to those expected when fitting real data.

Figures 6.1, 6.2, 6.4 and 6.5 depict the fitted Asimov data distributions in M2, for each
¢* bin, for reconstructed B — 7~ etv,, B —» n u*v,, BT — 7%ty and B* — 7utuy,
decays, respectively. The equivalent distributions fitted over the full ¢? kinematic range are
provided in Figures 6.3 and 6.6. In each distribution, the two fit components are delineated
by the red and grey histograms representing the signal and background MC templates, with
the Asimov data clearly observed to match the total number of signal and background MC
events in each M2, bin, as expected by construction.

The fitted signal and background yields returned from the maximum likelihood fits to
these Asimov data distributions are listed in Table 6.1, alongside the predicted yields de-
termined by counting the raw number of signal and background events in the MC truth,
applying all relevant correction and scaling factors, and normalising each MC component to
an integrated luminosity of 362 fb~1. All fitted signal and background yields agreed closely
with the MC predictions as expected when fitting Asimov data, demonstrating that, when
presented with a data-set generated from the exact signal and background distributions given
by simulation, the fit was clearly able to distinguish the two components to a high degree
of accuracy. In this way, a first step towards the validation of the fitting procedure was
achieved, with fits to data-sets under ideal circumstances yielding expected results.

The Asimov yields measured during this study will subsequently be used to validate the

methods of extracting the B — wfy, branching fractions and the magnitude of the matrix
element |Vp,| in the following chapter.
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q? bin (GeV?) ‘ Pred. sig. yield | Fit. sig. yield | Pred. bkg. yield | Fit. bkg. yield
B - ety
0<¢*<4 19.22 19.19 + 4.90 74.26 74.35 + 8.90
4<q®<8 21.26 21.26 + 5.26 135.11 135.11 £ 11.89
8 < ¢® <12 22.67 22.68 + 5.66 174.34 174.34 £ 13.55
12 <¢*> < 16 21.42 21.42 4+ 5.80 252.82 252.82 + 16.28
16 < ¢* <20 17.69 17.69 + 6.01 288.40 288.40 + 17.52
20 < ¢ <264 11.09 11.08 + 4.77 202.43 202.43 £+ 14.63
Sum 113.35 113.32 £+ 13.28 1127.35 1127.45 4+ 34.50
Full range 113.35 113.31 £+ 13.19 1127.35 1127.44 + 34.47
BY > uty,
0<¢><4 16.26 16.29 + 5.03 60.16 60.13 + 8.31
4<q*<8 19.44 19.44 + 5.05 115.65 115.65 + 11.03
8 < ¢ <12 20.74 20.74 + 5.37 162.18 162.18 £+ 13.05
12<¢*< 16 19.65 19.65 £+ 5.27 238.19 238.19 £+ 15.69
16 < ¢* <20 16.13 16.13 + 5.07 256.04 256.04 + 16.30
20 < ¢ <264 10.62 10.62 £+ 4.22 163.88 163.87 £ 13.08
Sum 102.84 102.87 + 12.29 996.09 996.06 £ 32.31
Full range 102.84 102.77 £ 12.27 996.09 996.18 + 32.31
BT — Vet
0<¢®><4 21.50 21.51 £ 5.77 35.89 35.89 £+ 6.90
4<q¢®<8 25.42 25.42 + 6.35 138.54 138.53 £ 12.39
8 < ¢? <12 25.42 25.42 + 6.57 231.22 231.22 + 15.78
12<¢*<16 21.94 21.94 £+ 6.28 374.09 374.09 £ 19.79
16 < ¢* <20 17.94 17.94 + 6.68 431.02 431.03 £ 21.39
20 < ¢ <264 19.96 19.96 + 8.66 407.72 407.72 £ 21.51
Sum 132.18 132.19 + 16.61 1618.48 1618.48 + 41.98
Full range 132.18 132.08 £+ 16.11 1618.48 1618.48 + 41.78
Bt — 7uty,
0<¢®<4 13.58 13.55 £ 5.19 27.76 27.80 £ 6.42
4<q¢*<8 19.83 19.83 + 5.54 111.32 111.32 £ 11.05
8 < ¢ <12 21.91 2191 + 5.93 203.86 203.86 + 14.74
12<¢*<16 20.12 20.12 + 6.17 344.46 344.46 £+ 19.04
16 < ¢*> <20 17.32 17.31 + 5.80 381.67 381.68 + 19.95
20 < ¢* < 264 18.08 18.16 + 7.66 346.58 346.45 + 19.67
Sum 110.84 110.83 £+ 14.94 1415.66 1415.57 + 39.09
Full range 110.84 110.66 + 14.57 1415.66 1415.66 + 38.95

Table 6.1: Fitted signal and background yields obtained from the maximum likelihood fits
to Asimov data at 362 fb™!. The predicted yields are also listed.
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6.3 Toy MC Studies

Whilst Asimov data was useful for ensuring the fitting procedure performed as expected
given a single best case scenario, further validation was required to investigate the fit perfor-
mance for a wide variety of potential outcomes given the current data integrated luminosity.
In order to conduct such an investigation, mock data-sets known as toys were generated
from the simulated signal and background M2, distributions. Unlike Asimov data, the
toy data-sets were not generated to match the MC expectation exactly, but rather, to be

consistent with the MC expectation within Poisson uncertainties.
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Figure 6.7: Gaussian pdfs fitted to the distribution of signal yields from 1000 MC toys, for
reconstructed BY — 77e*v, decays in six ¢* bins.

For each ¢? bin of each reconstructed B — 7fr, mode, one thousand toy data-sets were
generated, each with a number of events randomly pulled from a Poisson distribution cen-
tered around the total number of expected signal and background events at an integrated
luminosity of 362 fb~!. The event yields in each M2, . bin were similarly sampled using Pois-
son statistics, allowing for a variation in the number of events per-bin with respect to the
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Figure 6.8: Gaussian pdfs fitted to the distribution of signal yields from 1000 MC toys, for
reconstructed BY — 7~ u* v, decays in six ¢* bins.
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Figure 6.9: Gaussian pdfs fitted to the distribution of signal yields from 1000 MC toys, for
reconstructed BY — 7~ etv, (left) and B® — 7~ ptv, (right) decays.

MC expectation. Similar toys were also generated for the M2, distributions evaluated over
the full ¢ kinematic range. The RooFit software package [85] was utilised for the generation
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of all toy data-sets.

Maximum likelihood fits were subsequently performed to the M2, . distributions of each
toy in the same manner as described in Section 6.1, resulting in a set of 1000 fitted signal
and background yields for each toy study. At such a large number of samples, a Poisson
distribution can be well approximated by a normal, or Gaussian, distribution [83]. Given
this approximation, a Gaussian pdf was then fit to the distribution of these signal yields,
with the mean yield and standard deviation returned from the fit. Figures 6.7, 6.8 and 6.9
depict the distributions of the signal yields for each toy overlaid with the fitted Gaussian pdf,
for reconstructed B — 7~ e*v, and B — 7 utv, decays in six bins of ¢* and over the full
¢? kinematic range, respectively, with the equivalent distributions for B* — 7%¢*v, shown in
Figures 6.10, 6.11 and 6.12. The mean yield and standard deviation returned from each fitted
Gaussian pdf are listed in Table 6.2 alongside the predicted yields as per the MC expectation.
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Figure 6.10: Gaussian pdfs fitted to the distribution of signal yields from 1000 MC toys, for
reconstructed Bt — w% T v, decays in six ¢? bins.
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Figure 6.11: Gaussian pdfs fitted to the distribution of signal yields from 1000 MC toys, for
reconstructed BT — 7%u* v, decays in six ¢* bins.
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Figure 6.12: Gaussian pdfs fitted to the distribution of signal yields from 1000 MC toys, for
reconstructed BT — % *v, (left) and BY — n%u*v, (right) decays.
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¢ bin (GeV?) | Predicted yield Fitted p Fitted o
BY - 1m7ety,
0<¢><4 19.22 18.92 + 0.16 | 4.99 + 0.11
4<q?><8 21.26 20.95 + 0.17 | 5.32 + 0.12
8 < q? <12 22.67 22.74 + 0.18 | 5.55 + 0.12
12<¢* <16 21.42 21.41 + 0.18 | 5.78 + 0.13
16 < ¢® <20 17.69 17.52 + 0.19 | 5.87 + 0.14
20 < ¢* <264 11.09 11.04 + 0.17 | 4.95 + 0.13
Full ¢% range 113.35 113.84 + 0.43 | 13.35 + 0.32
BY - 7 pty,
0<¢><4 16.26 16.25 + 0.16 | 5.15 + 0.12
4<¢*<8 19.44 19.44 + 0.16 | 5.00 + 0.11
8 < ¢ <12 20.74 20.45 + 0.18 | 5.52 + 0.13
12<¢*<16 19.65 19.54 + 0.17 | 5.37 + 0.12
16 < ¢ <20 16.13 15.72 + 0.16 | 5.11 + 0.12
20 < ¢% < 26.4 10.62 10.62 + 0.14 | 4.30 + 0.11
Full ¢% range 102.84 102.74 + 0.41 | 12.86 + 0.30
BT — 7letu,
0<¢®<4 21.50 21.69 + 0.19 | 6.01 + 0.14
4<q¢*<8 25.42 25.36 + 0.21 | 6.51 + 0.15
8 < ¢? <12 25.42 25.08 + 0.22 | 6.48 + 0.17
12<¢*<16 21.94 21.96 + 0.20 | 6.32 + 0.14
16 < ¢* <20 17.94 17.84 4+ 0.24 | 7.29 + 0.19
20 < ¢ <264 19.96 19.51 + 0.32 | 8.48 + 0.30
Full ¢? range 132.18 131.61 + 0.53 | 15.99 + 0.40
BT — 7uty,
0<¢®<4 13.58 13.50 + 0.18 | 5.46 + 0.13
4<q*<8 19.83 19.98 + 0.18 | 5.67 + 0.13
8 < q? <12 21.91 21.56 + 0.18 | 5.64 + 0.13
12<¢*<16 20.12 20.25 + 0.20 | 6.30 + 0.15
16 < ¢* <20 17.32 17.26 + 0.19 | 5.82 + 0.14
20 < ¢ < 26.4 18.08 17.73 4 0.26 | 7.65 + 0.23
Full ¢? range 110.84 110.72 + 0.49 | 15.13 + 0.37

Table 6.2: Mean p and standard deviation o of the Gaussian pdfs fit to the distributions of
signal yields from 1000 toy MC samples. The number of expected signal events is also listed.
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It can be clearly observed that the signal yields were well described by the fitted Gaussian
pdfs, and were found to be normally distributed around mean yields that were consistent
with the MC predictions. Thus, the fitting procedure was able to recover the underlying
nature of the variation in the generated sample sizes of the toy distributions, demonstrating
its ability to effectively distinguish between signal and background events in a variety of
scenarios designed to mimic potential real data.

6.3.1 Bias Testing

Another crucial component of validating a given fitting strategy involves investigating the
existence of any potential bias resulting from the fit. Using the same toy data-sets described
above, a bias test was performed by determining the pull associated with each toy, defined as
the ratio of the difference between the predicted and fitted signal yields and the fitted yield
uncertainty oyied, (pred. — yield / oyielq). In a valid toy study, the pulls should similarly be
described by a Gaussian distribution centered at 0, the value for which the predicted and
fitted signal yields are identical. If the mean of the distribution of pulls deviates from 0,
this indicates the tendency of the fit to more frequently return signal yields below (if the
mean pull is positive) or above (if the mean pull is negative) the MC prediction, implying
the existence of a fit bias.

For this analysis, the pulls of each toy were determined and, for each individual toy study,
a Gaussian pdf was fitted to the distribution of 1000 pulls. The resultant fitted Gaussians
plotted against the measured pulls are illustrated in Figures 6.13, 6.14, 6.16 and 6.17 for
reconstructed B — 7~ etv,, B® —» 7 uty,, Bt — nltr, and BY — 7°uty, decays in
six ¢? bins, respectively, and Figures 6.15 and 6.18 for the equivalent distributions evaluated
over the full ¢? kinematic range. The mean pull and standard deviation returned from each

fit are provided in Table 6.3.

A slight asymmetry can be observed in the pull distributions across most of the ¢ bins
studied for all four reconstructed B — mfv, modes. In these cases, the pull distributions
appear to be somewhat skewed towards positive values, a trend reflected in the values of
the fitted mean pulls in Table 6.3, which tend towards values closer to ~ 0.1. Thus, these
fits were determined to give rise to a slight positive bias, resulting in signal yields below
the MC prediction being returned at a rate higher than expected. This behaviour was not
observed, however, for all fits performed to those M2, distributions evaluated over the full

¢* kinematic range, which exhibited no signs of bias.

Fit bias can arise due to a number of reasons, and is not necessarily indicative of an under-
lying problem in the fitting algorithm. One common example of this is in the case of limited
statistics, where fitting to data-sets of sufficiently small sample sizes can introduce a level
of bias due to the difficulty in distinguishing signal and background events in cases where
the content in each bin of the fitted distribution is limited, possessing large uncertainties.
Given that only the fits performed to the M2, distributions restricted to certain ¢* ranges
were found to exhibit a slight bias, unlike the fits evaluated over the full ¢*> range which
were far more statistically powerful, it was hypothesised that limited statistics were respon-
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sible for the observed bias, and this was subsequently investigated through a dedicated study.
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Figure 6.13: Gaussian pdfs fitted to the distribution of pulls from 1000 MC toys, for recon-
structed B® — m~eTv, decays in six ¢* bins.

The toy data-sets used in the above studies were generated from MC to correspond to
an integrated luminosity of 362 fb~1, in order to represent the potential fit performance at
the size of the current real data-set. To investigate whether the observed fit bias was due to
limited statistics, new toy data-sets were generated in an identical manner, but at sample
sizes ranging from two to fifty times the size of the original toys. For each reconstructed
B — mlv, mode, the ¢? bin that corresponded with the largest observed bias was chosen for
this test, and 1000 toy data-sets were generated each for effective sample sizes of 2x, 5x,
10x, 20x and 50x the sample sizes of the original toys. The maximum likelihood fits to the
M2, distributions were subsequently performed for each new toy, the pulls were calculated,
and a Gaussian pdf fit to the pull distributions for each case. Table 6.4 summarises the re-
sults of these tests, with the fitted mean pull and standard deviation given for each effective
sample size.
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Figure 6.14: Gaussian pdfs fitted to the distribution of pulls from 1000 MC toys, for recon-
structed BY — 7~ utwy, decays in six ¢* bins.
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Figure 6.15: Gaussian pdfs fitted to the distribution of pulls from 1000 MC toys, for recon-
structed B® — 7~ e* v, (left) and BY — 7~ p*v, (right) decays.

It can be clearly observed that the observed bias disappeared as the effective sample size
was increased in all cases, with a large reduction obtained even at a simple doubling of the
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Figure 6.16: Gaussian pdfs fitted to the distribution of pulls from 1000 MC toys, for recon-
structed B* — 7% "1, decays in six ¢? bins.

original toy data-set sample size. It was thus concluded that the fit bias originated solely
from the limited statistics available when dividing the M2,  distributions into several ¢ bins,
with no evidence for any underlying issues with the fitting procedure. Given this conclusion,
together with the the fact that the magnitude of the observed fit bias was relatively small,
it was decided that the current fitting strategy was appropriate for use on real data.
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Figure 6.17: Gaussian pdfs fitted to the distribution of pulls from 1000 MC toys, for recon-
structed BT — 7%uty, decays in six ¢* bins.
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Figure 6.18: Gaussian pdfs fitted to the distribution of pulls from 1000 MC toys, for recon-
structed BT — 1T, (left) and BT — 7%u* v, (right) decays.

6.3.2 Significance Estimation

Finally, in addition to using the toy MC studies for the purpose of validating the fitting
strategy, the generated toy data-sets were also utilised in order to evaluate the expected sig-
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q? bin (GeV?) Fitted p Fitted o
BY - 1m7ety,
0<q¢><4 |0.161 £ 0.033 | 1.042 + 0.024
4<q¢g*<8 ]0.169 + 0.033 | 1.052 + 0.024
8 <q¢?<12 |0.084 £ 0.032 | 1.013 £ 0.023
12 <¢* <16 | 0.092 + 0.032 | 1.010 + 0.023
16 < ¢*> <20 | 0.116 + 0.033 | 1.030 + 0.023
20 < ¢® < 26.4 | 0.150 + 0.035 | 1.108 + 0.025
Full ¢® range | 0.002 + 0.032 | 1.025 + 0.023
BY - 7 pty,
0<¢><4 |0.100 + 0.033 | 1.031 + 0.023
4<q¢*<8 |0.108 £0.032 | 1.006 + 0.023
8 <¢*<12 |0.163 £ 0.034 | 1.077 £+ 0.024
12<¢®><16 | 0.136 + 0.034 | 1.071 £ 0.024
16 < ¢*> <20 | 0.207 £ 0.034 | 1.085 + 0.025
20 < ¢? < 26.4 | 0.117 + 0.034 | 1.059 + 0.024
Full ¢® range | 0.056 + 0.034 | 1.063 + 0.024
BT — 7letu,
0<q¢><4 |0.069 + 0.034 | 1.083 + 0.025
4<q¢*<8 |0.115 + 0.034 | 1.082 + 0.024
8 <¢?<12 |0.111 + 0.033 | 1.051 + 0.024
12<¢*<16 | 0.096 £+ 0.033 | 1.037 £ 0.023
16 < ¢*> <20 | 0.107 £ 0.035 | 1.100 £ 0.025
20 < ¢% <26.4 | 0.108 + 0.032 | 1.021 + 0.023
Full ¢? range | 0.067 + 0.032 | 1.012 + 0.023
BT — 7uty,
0<¢><4 [0.09 + 0.033 | 1.046 + 0.024
4<qg*<8 ]0.077 £0.034 | 1.059 + 0.024
8<¢?<12 |0.145 + 0.032 | 0.996 + 0.022
12 <¢* <16 | 0.067 £ 0.032 | 1.018 + 0.023
16 < ¢*> <20 | 0.107 + 0.032 | 1.022 + 0.023
20 < ¢® < 26.4 | 0.121 + 0.032 | 1.017 + 0.023
Full ¢? range | 0.048 + 0.033 | 1.053 + 0.024

Table 6.3: Mean and standard deviation of the Gaussian pdfs fit to the distributions of pulls
from 1000 toy MC samples.
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Effective sample size Fitted p Fitted o
B — mety,, 4 < ¢* <8 GeV?
1x 0.169 + 0.033 | 1.052 £ 0.024
2% 0.102 + 0.034 | 1.079 £ 0.024
5x 0.015 £+ 0.033 | 1.036 £ 0.023
10x 0.032 + 0.031 | 0.979 £ 0.022
20x 0.066 + 0.031 | 0.987 £+ 0.022
50 x 0.002 + 0.033 | 1.044 + 0.024
BY - 7 pty,, 16 < ¢* < 20 GeV?
1x 0.207 + 0.034 | 1.085 £+ 0.025
2% 0.072 + 0.032 | 1.013 £ 0.023
5x 0.061 + 0.033 | 1.050 £+ 0.024
10x 0.027 + 0.032 | 0.996 £+ 0.022
20x 0.037 + 0.033 | 1.047 £+ 0.024
50 % 0.042 + 0.031 | 0.979 £ 0.022
Bt — 1Yty 4 < ¢® <8 GeV?
1x 0.115 £+ 0.034 | 1.082 + 0.024
2% 0.079 + 0.033 | 1.046 + 0.024
5x 0.006 + 0.032 | 1.012 £+ 0.023
10x 0.082 + 0.031 | 0.991 £ 0.022
20x 0.076 + 0.032 | 0.999 + 0.022
50 % 0.010 + 0.031 | 0.992 £ 0.022
BT - 1%uty,, 8 < ¢* < 12 GeV?
1x 0.145 + 0.032 | 0.996 £ 0.022
2% 0.071 £ 0.033 | 1.031 £ 0.023
5x 0.044 + 0.031 | 0.985 + 0.022
10x 0.059 + 0.032 | 1.004 + 0.023
20x 0.012 + 0.032 | 1.020 £+ 0.023
50 % 0.062 + 0.032 | 1.000 £ 0.022

Table 6.4: Mean and standard deviation of the Gaussian pdfs fit to the distributions of pulls
from 1000 toy MC samples, for various effective sample sizes.

nal statistical significance of real data given the current integrated luminosity. The previous
chapter introduced an estimator for the signal significance, the quantity S/+/S + B, which
was used for the optimisation of the event selections for the analysis. In reality, several
significance estimators exist for a variety of applications. One such estimator can be derived
from what is known as the likelihood ratio A:
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A= ,
Lsip

where L and Lg, g are the maximised likelihoods corresponding to fits performed under
the background-only and signal+background hypotheses, respectively. The fits performed
thus far refer to the latter, where the total pdfs used to fit the generated toy data-sets were
formed from the combination of the signal and background MC templates. To determine the
likelihoods under the background-only hypothesis, additional maximum likelihood fits were
performed to the same toys using only the background MC templates as the fit pdfs. The
estimator of significance > was then determined for each toy from the likelihood ratio as per
the following relation [91]:

Y=+-2InA\

Figures 6.19, 6.20, 6.22 and 6.23 illustrate the distributions of the significance estimator
¥ obtained from the toy studies performed in six bins of ¢? for reconstructed B® — r=e*v,,
B - 7~ u*y,, Bt — n%*y, and BT — n%uty, decays, respectively, with the equivalent
distributions evaluated over the full ¢> kinematic range given in Figures 6.21 and 6.24. In
each distribution, the median significance across all toys is represented by a vertical line,
with these values summarised in Table 6.5.

At the current data integrated luminosity of 362 fb=!, a signal statistical significance of
> 100 can be expected for each reconstructed B — mwfv, mode, a value substantially greater
than the 50 threshold typically used for claiming discovery. This result is unsurprising given
that the B — wlv, decays are well established, with branching fractions that have been
measured multiple times by prior experiments. Furthermore, a signal significance of at least
~ 30 can be expected for each individual ¢ bin when performing the analysis on real data.

q? bin (GeV?) Median significance
B > n7etv, | B > 7 uty, | Bt > nlety, | BY - 7nuty,

0<¢®><4 7.10 4.30 6.30 3.30
4<q®<8 7.30 6.80 6.30 6.20
8<¢? <12 6.90 6.30 5.90 5.70
12<¢*< 16 5.80 6.10 5.00 440
16 < ¢? <20 3.80 4.60 3.30 4.10

20 < ¢ <264 3.20 3.70 2.80 2.90
Full ¢ range 13.60 13.00 1140 10.70

Table 6.5: Median significance estimated from 1000 toy MC samples.
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Figure 6.19: Distribution of the estimator of significance for 1000 MC toys, for reconstructed
B® — 1~ eTv, decays in six ¢® bins. The median significance is shown in each plot by the
vertical blue line.

6.4 Data-MC Comparison

Whilst conducting the B — 7fly, analysis presented throughout this study, a process of
internal peer review within the Belle II Collaboration was also proceeding for the purpose
of evaluating the analysis for publication as a journal paper at a later date. Under collab-
oration guidelines, this was implemented through a strategy known as ‘blind analysis’ [28],
where several tests, validation measures and cross-checks were required to be performed be-
fore permission to study real Belle II data would be given. In this way, the introduction
of any potential bias by designing or altering the analysis to better produce a set of de-
sired results could be avoided. In the context of this study, this included performing the
selection optimisation using only simulated data and the toy MC studies used for the fit
validation and significance estimation detailed in the previous sections. In addition to this,
the data-MC agreement in the M2, sideband, 1.0 < M2, < 3.0 GeV?, where few signal
events were expected in real data, was required to be checked before ‘unblinding’ the full
M?2. . distributions and observing the data in the signal region, —1.0 < M2, . < 1.0 GeV?2.
After an extensive review in which the data-MC agreement was found to be reasonable in
the M2, sideband, permission to unblind the full distributions was received, and all plots
presented throughout the remainder of this thesis will portray final, unblinded results.
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Figure 6.20: Distribution of the estimator of significance for 1000 MC toys, for reconstructed

B — 7~ putv, decays in six ¢® bins. The median significance is shown in each plot by the
vertical blue line.
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Figure 6.21: Distribution of the estimator of significance for 1000 MC toys, for reconstructed
B — netv, (left) and B® — 7~ pu*v, (right) decays. The median significance is shown in
each plot by the vertical blue line.
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Figure 6.22: Distribution of the estimator of significance for 1000 MC toys, for reconstructed
Bt — m%Tv, decays in six ¢* bins. The median significance is shown in each plot by the
vertical blue line.

Figures 6.25, 6.26, 6.29 and 6.30 depict the pre-fit M2, distributions in six ¢? bins

of 362 fb~! of Belle II data against the MC prediction, for reconstructed B® — 7~ e*w,,
B —» 7 utvy,, BT — n%ty, and BT — 7%u*v, decays, respectively. In each plot, all
relevant data and MC corrections have been applied, with the MC normalised to the given
data integrated luminosity. To illustrate the data-MC agreement prior to fitting, the bottom
panel of each plot portrays the residuals as defined in Section 4.1.3, calculated for each M2,
bin. To summarise the overall agreement, the chi-squared (x?) between the shapes of the
data and the MC prediction was computed from the sum of the square of the residuals in

each bin ¢:

ndf ( Nz N Nl )2
X2 _ 2 Data MC
i=1 V O-]Z)ata2 + O-iL\/IC2
where the number of degrees of freedom (ndf) corresponded to the number of bins in the

M2, distribution. The resultant x? values were subsequently used to determine the p-values
for each distribution, demonstrating the probability of the given MC modeling producing the
observed results. These p-values were computed from the cumulative distribution function
Dipqi(z) for the given value of x = x? [59]:
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Figure 6.23: Distribution of the estimator of significance for 1000 MC toys, for reconstructed
BT — 7%utv, decays in six ¢* bins. The median significance is shown in each plot by the
vertical blue line.

Belle 1l MC15

Belle Il MC15

1 B*-nle*tv, 1 B*-nuty,
200

200
\n ©
S50} e
- -

" " 150 -
> >
S) o
= =
G G

100

5 5 100 |
o o
IS 1S
= =
=2 =2

50 F 50 F

0 A A A — 0 A . A A
8 10 12 14 16 18 6 8 10 12 14 16
)2 z

18

Figure 6.24: Distribution of the estimator of significance for 1000 MC toys, for reconstructed
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where I'(ndf/2) is the gamma function I'(ndf/2) = ((ndf/2) — 1)!. Both the p-values and
the y? values divided by the number of degrees of freedom are included in the plotted figures.
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Figure 6.25: Pre-fit M2, distributions of 362 fb~! of Belle II data against the MC expecta-
tion, for reconstructed B — 7w~ e* v, decays in six ¢? bins.

The pre-fit data-MC agreement is reasonable overall, with p-values > 1% observed across
the majority of the given distributions. It should be noted that whilst the residuals in some
cases seem to imply a deviation of the order of ~ 5o from the MC prediction, these values
are somewhat overestimated as the calculation of the residuals relies on a Gaussian-like as-

sumption of the underlying Poisson-like data, an assumption which does not hold as well for
limited statistics.

Equivalent M2, distributions were also produced for the combined lepton case in which
either an electron or muon on the signal side was accepted, effectively doubling the statis-
tics by combining the given electron-only and muon-only plots shown in Figures 6.25, 6.26,
6.29 and 6.30. These distributions are displayed in Figures 6.27 and 6.31 for reconstructed
B® — 7= (*y,; and BT — 7% %y, decays, respectively, where £ = e or . As can be observed,
the data-MC agreement prior to fitting in the combination of the two lepton modes reflects

160



" Belle Il Preliminary [cdt=362fb! Belle Il Preliminary [cdt=362fb! Belle Il Preliminary [cdt=362fb!

30
m—E0eruty, 0GeV?/c* < g2 <4 GeV2/c* -0, 4GeV?/c* < q? <8GeV?/c* m—E0-muty,
— BO-pTity,

- B0-p Y

8GeV?/c* < g2 <12GeV?/c
25 [ mmm 8- other Xt

—E0-py,

— — » —~ 40 -
3 . X2Indf: 22.762/14 3 25 = B other Xty X2Indf: 45.509/14 < = 5 other Xctr; X2Indf: 24.846/14
3 Other 86 p-value: 0.064 2 Other B8 p-value: 0.000 2 Other 85, p-value: 0.036
2 20 b westat D 20 [ mcstat une 2 30 [ st unc
(6] 4 Data (6] (6] 4 Data
o o o
N 15 N N
o o o
Z w = ] =20
2 10 %) 2 ) @z
£ % = 22 <
9] 5 9] [} P
> % > > 10
D s 2, i frr
V]

0
¢f¢ } ) { L4 glg o 1y i I o ¢ t | [
0 T A T A e S B SR I TR T B UL I S I
5& -25 { E[~8 { 3¢ -25 {
=2 NUUUTOUIR, SUSTTUTTUOR -0 SNSRI DUTTOUNI 2 b
-10 -05 00 05 1.0 L5 20 25 3.0 210 -05 00 05 10 L5 20 25 3.0 -10 -05 00 05 1.0 15 20 25 3.0
M2 [GeV?/c*] M2 [GeV?/ct] M2, [GeV2/c?]
Belle Il Preliminary [cdt=362fb! Belle Il Preliminary [cdt=362fb! Belle Il Preliminary [cdt=362fb!
- 80 - F .
-0ty 12GeV?/c* < q? <16 GeV2/¢! -ty 16 GeV2/c* < q? < 20 GeV2/¢* 60 w50 yity, 20GeV?/c* = q? < 26.4 GeVf/c*
50 -- B%p~1*yy 70 . BOptty - B%-p ity
e B other Xty X2Indf: 42.262/14 EN B other Xty X?/Indf: 20.772/14 50 | B other Xty X?Indf: 12.582/14
2 2{;"“ 88 p-value: 0.000 260 :";"”” p-value: 0.108 2 :‘;"e'” p-value: 0.560
@ 40Tz mestat. unc ,, e mesat unc B 40 L mestat unc.
[G] + Data O 50} ¢ Dpata [G] 4 Data 7
2 2 ngg 2 “
s s s 3 a
-~ ~ 30 . - D7
8 2 4 2 20
|
& g 1T &
10 10}
0 s SO 0 =
g o t— +4 { gl ¢l
HES —t 1 —t H S | L s
?b, ! LR B il oo Pt o T oo t } l%*{
£ st £ 25 } 2% st * | *
-10 -05 00 05 10 15 20 25 30 -10 05 00 05 10 15 20 25 3.0 -10 -05 00 05 10 15 20 25 3.0

M2,ss [GeV2/ct] M2 [Gev2/c] M2,es [GeV?/ct]

Figure 6.26: Pre-fit M2, distributions of 362 fb™! of Belle II data against the MC expecta-
tion, for reconstructed BY — 7~ pu" v, decays in six ¢* bins.

the situation observed in the individual lepton modes.

Finally, the pre-fit M2, distributions evaluated over the full ¢* kinematic range were
also considered, as demonstrated in Figures 6.28 and 6.32. Whilst the shapes of the data
and MC distributions were largely similar, the MC prediction appeared to overestimate the
data in almost all cases, resulting in relatively low observed p-values. This is typical for pre-
fit distributions, however, with the underlying signal-background normalisation ultimately
determined via the fitting process detailed in the following section. After fitting the distri-
butions, the resultant p-values will be subsequently reevaluated.
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Figure 6.27: Pre-fit M2, distributions of 362 fb™! of Belle II data against the MC expecta-
tion, for all reconstructed B® — 7~ ¢*v, decays, where ¢ = e or p, in six ¢* bins.
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Figure 6.28: Pre-fit M2, distributions of 362 fb™! of Belle II data against the MC ex-

pectation, for reconstructed B® — w~etv, (top left), B® — 7 utv, (top right) and all
B® — 77 (*v, (bottom) decays, where £ = e or u, over the full ¢* kinematic range.
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Figure 6.29: Pre-fit M2, distributions of 362 fb™! of Belle II data against the MC expecta-
tion, for reconstructed BT — 7%* v, decays in six ¢? bins.
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Figure 6.30: Pre-fit M2, distributions of 362 fb~! of Belle II data against the MC expecta-

tion, for reconstructed BT — 7%u* v, decays in six ¢* bins.
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Figure 6.31: Pre-fit M2, distributions of 362 fb™! of Belle II data against the MC expecta-
tion, for all reconstructed Bt — 7% *v, decays, where ¢ = e or p, in six ¢? bins.
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6.5 Results and Fitted Yields

Using the fitting strategy described in Section 6.1, maximum likelihood fits were performed
to each of the M2, distributions built from real Belle II data presented in the previous
section. The post-fit distributions in six ¢ bins illustrating the fitted signal and back-
ground components are depicted in Figures 6.33, 6.34, 6.35, 6.37, 6.38 and 6.39, for recon-
structed B® — 7~ e*v,, B —» 7 pty,, B® —» 7ty Bt — 7t Bt — 7uty, and
Bt — 7%* v, decays, respectively, where £ = e or u. The equivalent distributions evaluated
over the full ¢* kinematic range are provided in Figures 6.36 and 6.40. The post-fit distri-

butions of other key kinematic variables can be found in Appendix B.

In comparing the pre- and post-fit distributions, an improvement in the data-MC agree-
ment after performing the fits can be observed in all cases, demonstrated by the larger
p-values obtained when comparing the shapes of the data and post-fit MC templates. This
effect is particularly pronounced for those cases in which the pre-fit p-values were very small,
such as the M2, . distributions over the full ¢ range, now with post-fit values ranging from

17 - 64 %.

The signal and background yields returned from the fits are summarised in Tables 6.6
and 6.7 for all reconstructed B® — 7~ ¢*y, and B* — 7% * v, decays, respectively. The in-
dividual yields corresponding to each ¢? bin are listed, together with the sum of these yields
across all ¢ bins and the results returned from the fits evaluated over the full ¢* kinematic
range. For each reconstructed B — wfv, mode, the total yields from the fits over the full
q? spectrum were consistent with the sum of the individual per-bin yields within uncertainty.

These results illustrate an overall trend with the data yields typically falling below the
MC expectation as derived from the latest world average measurements in the majority of
cases, particularly when considering the more statistically powerful combined lepton cases.
In considering all ¢? bins with the data and MC yields evaluated over the full ¢? range, these
overall discrepancies were found to be of the order of 2.60 for reconstructed B° — 7w~ ¢*y,
and 2.40 for reconstructed BT — 7%¢* v, decays.
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Figure 6.33: M2, distributions of 362 fb~! of Belle IT data with MC fit projections overlaid,

for reconstructed B® — 7~ et v, decays in six ¢? bins.
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Figure 6.34: M2, distributions of 362 fb™! of Belle II data with MC fit projections overlaid,
for reconstructed B — 7~ u*v, decays in six ¢* bins.
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Figure 6.35: M2. . distributions of 362 fb~! of Belle II data with MC fit projections overlaid,

miss
for all reconstructed B® — 7= ¢*v, decays, where £ = e or u, in six ¢* bins.
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Figure 6.36: M2, distributions of 362 fb™! of Belle IT data with MC fit projections overlaid,

for reconstructed B® — m~etv, (top left), B® — 7~ Ty, (top right) and all B® — 7ty
(bottom) decays, where ¢ = e or u, over the full ¢* kinematic range.
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q* bin (GeV?) ‘ Pred. sig. yield | Fitted sig. yield | Fitted bkg. yield
B - ety
0<q¢*<4 19.22 20.29 + 4.95 67.71 £ 8.48
4<q*<8 21.26 15.44 + 4.41 93.56 + 9.88
8<¢? <12 22.67 17.44 + 5.08 141.56 £+ 12.24
12 <¢®> <16 21.42 22.06 + 5.78 207.95 + 14.81
16 < ¢* <20 17.69 11.35 £ 5.14 265.69 + 16.76
20 < ¢ <264 11.09 11.30 + 4.80 182.71 £ 13.94
Sum 113.35 97.88 + 12.35 959.18 + 31.84
Full ¢ range 113.35 97.66 + 12.24 959.28 + 31.80
BY > uty,
0<¢*<4 16.26 13.56 + 4.57 A47.45 + 7.41
4<qg®><8 19.44 18.57 + 4.78 78.43 £ 9.09
8<¢? <12 20.74 16.39 £+ 4.64 133.61 £ 11.78
12<¢*<16 19.65 17.49 + 4.86 189.51 + 13.99
16 < ¢* <20 16.13 6.84 + 3.75 237.02 £+ 15.63
20 < ¢*> <264 10.62 3.26 + 2.91 170.74 + 13.26
Sum 102.84 76.11 + 10.56 856.76 + 29.87
Full ¢? range 102.84 75.96 + 10.46 857.03 + 29.88
BY - 7= (ty,
0<¢*<4 35.48 33.57 £ 6.75 11547 £ 11.29
4<q?><8 40.70 34.42 + 6.55 171.58 £+ 13.42
8<¢? <12 43.41 33.32 + 6.80 275.79 £+ 16.99
12<¢*<16 41.07 39.43 + 7.51 397.52 + 20.36
16 < ¢* <20 33.82 18.33 + 6.33 502.81 £+ 22.91
20 < ¢ <264 21.71 13.89 + 5.47 354.17 £ 19.24
Sum 216.19 172.96 + 16.16 | 1817.34 + 43.66
Full ¢? range 216.19 173.51 £ 16.13 | 1816.61 + 43.63

Table 6.6: Yields of reconstructed B® — 7~ ("1, decays obtained from maximum likelihood
fits to 362 fb~! of Belle II data.
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q* bin (GeV?) ‘ Pred. sig. yield | Fitted sig. yield | Fitted bkg. yield

Bt — 1lety,

0<q¢®*<4 21.50 15.88 + 4.99 33.00 £ 6.48
4<q?<8 25.42 26.94 + 6.21 97.06 + 10.42
8<¢? <12 25.42 22.11 £ 6.12 192.02 £+ 14.40
12<¢? <16 21.94 25.46 + 6.35 303.54 £ 17.84
16 < ¢® <20 17.94 0.00 £ 6.60 379.04 £ 19.47
20 < ¢* <264 19.96 23.76 + 8.63 392.24 + 21.05
Sum 132.18 114.15 + 16.10 | 1396.90 + 38.71
Full ¢ range 132.18 107.34 £ 14.51 | 1403.66 + 38.82

+ 0,,+
BT - muTy,

0<¢®<4 13.58 4.67 + 4.08 20.33 + 24.66
41<?<8 19.83 14.90 + 4.94 94.08 + 10.18
8 < ¢® <12 21.91 14.75 + 494 | 159.25 + 13.00
12 < ¢ < 16 20.12 19.22 + 591 | 315.77 + 18.21
16 < ¢* < 20 17.32 12.02 + 5.12 | 349.00 + 19.06
20 < ¢ < 26.4 18.08 21.38 + 7.77 | 335.62 + 19.36
Sum 110.84 86.94 + 13.67 | 1274.05 + 44.16

Full ¢® range 110.84 83.27 + 13.11 | 1277.74 + 36.96

BT — 7%y,

2

0<qg°<4 35.08 20.54 + 6.34 53.46 £ 8.55
4<q?<8 45.25 43.06 £ 7.97 189.94 + 14.51
8<¢? <12 47.33 36.01 £ 7.90 351.96 £ 19.45
12<¢*<16 42.06 45.87 £ 8.71 618.09 £+ 25.46
16 < ¢* < 20 35.26 11.26 £ 6.59 728.76 £ 27.58
20 < ¢* <264 38.04 47.69 £ 11.46 725.31 £+ 28.51
Sum 243.02 204.43 £ 20.41 | 2667.52 £+ 53.70
Full ¢* range 243.02 196.42 £+ 19.64 | 2675.39 £ 53.52
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Table 6.7: Yields of reconstructed Bt — 7°¢* 1, decays obtained from maximum likelihood
fits to 362 fb~! of Belle II data.
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Figure 6.37: M2, distributions of 362 fb~! of Belle II data with MC fit projections overlaid,
for reconstructed B — m%e* v, decays in six ¢ bins.
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Figure 6.38: M2, distributions of 362 fb~! of Belle IT data with MC fit projections overlaid,
for reconstructed BT — 7°u* v, decays in six ¢* bins.
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Figure 6.39: M2, distributions of 362 fb™! of Belle IT data with MC fit projections overlaid,

for all reconstructed B* — 7% * v, decays, where ¢ = e or p, in six ¢? bins.
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6.5.1 Further Tests

Further investigation into the fitted data yields was subsequently conducted in order to ver-
ify that no other underlying issues were contributing to the observed results. One potential
hypothesis for the given behaviour was related to the appropriateness of the current fitting
strategy in terms of the number of fit components used. As described in Section 6.1, the
total fit pdf was constructed from only two components, with all of the various background
contributions combined into a single template due to limited statistics at the current data
integrated luminosity. In the prior analysis completed on the full Belle data-set (711 fb~1)
[32] from which the current study was heavily inspired, multiple fit components were used to
represent the total background contribution. Of particular interest in the reconstruction of
B® — 7= ¢*y, decays, the yield of the B — p~¢*1, background component was fixed in the
fit to the value corresponding to the number of expected B® — p~¢*1, events assuming the
B® — p= (v, branching fraction measured within the same study [32]. It was hypothesised
that in the current study, as illustrated in Figures 6.25 and 6.26, given the shape and size
of the B® — p~¢*1v, background components in the M2, signal region, it was possible that
the fits were struggling to distinguish between signal and B — p~¢T1, background events
in particular, in turn inflating the total background yields at the expense of the signal yields.

To determine whether or not this hypothesis was correct, additional sets of maximum
likelihood fits were performed to the M2, distributions in six ¢* bins built from recon-
structed B® — - etv, and B® — 7 uty, decays, this time with a total of three fit com-
ponents. These corresponded to the signal, the B® — p~¢*u, background, and the sum
of the remaining background contributions, with the B® — p~¢*1, background events iso-
lated from the original background template. To fix the B® — p=¢T1, yields in the fits, a
recent Belle IT measurement! of the B — p~¢*y, branching fraction was used. For each
M2, distribution, in an identical manner to the branching fraction reweighting described
in Section 4.1.3, the branching fraction of the B® — p~¢*v, background was reweighted to
this recent measurement by applying a scale factor to the B® — p=¢T1, events equivalent
to B(B® — p " vp)Bene 1/B(B° — p~ (T )me = (2.53 x 1071)/(2.94 x 107*). The number
of B — p=("v, events in each ¢* bin was fixed in the fits to the expected number of these
events in MC after all analysis corrections including this additional reweighting.

The yields obtained from these three-component maximum likelihood fits are listed in
Table 6.8, with the equivalent fitted distributions given in Figures 6.41 and 6.42. The post-fit
data-MC agreement was observed to worsen slightly with the increase in the number of fit
components. The signal yields under this new fit configuration were found to be consistent
with those obtained from the two-component fits within uncertainties, varying only slightly
from these values. The ratios between the signal yields returned from both fits are also
included in Table 6.8 as a rough indication of the observed variation, though the uncertain-
ties on these values are substantial. A similar test was performed for B* — 7% %1, decays,

'This measurement is yet to be published publicly at the time of writing this thesis. The B — wfy,
analysis presented in this study was performed in collaboration with a B — pfr, analysis headed by Moritz
Bauer of the Karlsruhe Institute of Technology. A joint journal paper containing both analyses is currently
proceeding through a process of internal peer review by the Belle IT Collaboration.
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but the observed variations were negligible due to the relatively small size of the B — ply,
background components.

With the results of these tests, it can be concluded that the fit configuration, namely in
terms of the number of fit components used, was not responsible for the observed deficiency
in the data signal yields with respect to the MC prediction. Additionally, the consistency
with which the results of the maximum likelihood fits evaluated over the full ¢ range agreed
with the sum of the yields obtained from the fits to the individual ¢? bins lends further
confidence to the ability of the current fitting strategy to discriminate between signal and
background events. Further discussion on the low observed yields will be presented in the
coming chapters, both in the context of the extraction of the B — mfr, branching fractions
and | V|, and in the concluding remarks of this thesis. Thus far, no evidence has been estab-
lished to indicate that the observed discrepancies are due to anything other than statistical

fluctuations.
¢® bin (GeV?) | Fitted sig. | Fixed B® — p=¢*v, | Fitted other | Sig. yield (2 comp.)
yield yield bkg. yield /Sig. yield (3 comp.)
B - ety
0<¢*<4 20.18 + 4.93 4.94 63.10 + 8.42 1.01 + 0.49
4<q?<8 14.98 £+ 4.35 13.66 80.75 £ 9.72 1.03 £ 0.59
8 <¢* <12 16.38 + 4.93 21.82 121.82 £ 11.91 1.06 + 0.63
12<¢*> <16 |20.27 + 5.60 31.03 180.31 £ 14.32 1.09 £ 0.59
16 < ¢> <20 | 10.13 + 5.00 40.82 229.31 £+ 16.30 1.12 + 1.06
20 < ¢2 <264 | 9.81 +4.59 44.03 143.64 £ 13.37 1.15 £ 1.03
B - pty,
0<¢*<4 13.45 + 4.54 4.12 43.85 + 7.36 1.01 + 0.68
4<q®<8 18.09 £+ 4.72 11.92 68.24 + 8.95 1.03 £ 0.53
8 <¢* <12 15.89 £+ 4.59 18.31 118.06 £+ 11.60 1.03 £ 0.59
12<¢* <16 | 16.39 + 4.75 27.29 167.25 £+ 13.68 1.07 + 0.61
16 <¢> <20 | 6.01 + 3.65 36.83 207.52 + 15.28 1.14 £ 1.32
20 < 2 <264 | 291 +2.84 36.62 136.19 + 12.85 1.12 + 2.09

Table 6.8: Yields of reconstructed B — n~e*v, and B® — 7~ p*v, decays obtained from
3-component maximum likelihood fits to 362 fb~! of Belle II data. The B® — p=¢Tv, yields
have been fixed to the data-driven predictions taken from a recent Belle II measurement of
the BY — p~¢*v, branching fraction.
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Figure 6.41: M2, distributions of 362 fb~! of Belle IT data for reconstructed B — 7~ e* v,
decays in six ¢* bins, with 3-component MC fit projections overlaid. The B° — p={Ty,
components have been fixed to the data-driven predictions taken from a recent Belle II
measurement of the B® — p~¢*y, branching fraction.

179



Belle Il Preliminary [cdt=362fb! Belle Il Preliminary [cdt=362fb! Belle Il Preliminary [cdt=362fb!

i 0GeV2/c* < g2 < 4 GeV2/c* i 4GeV2/c* < g2 < 8GeV2/c* — Sty 8GeV2/c* < g2 <12 GeV2/c
25 [ B0-pry - 8071, - Bty
~ —~ a5t — 40
A i Xeindr: 16.879714 g B psmmna o Xeindr: 22.309714 Ty e aver e 21,0584
~ 4 Dota p-value: 0.263 = 4 Data p-value: 0.071 = 4 Data p-value: 0.100
> 20 > >
3 v 20} 9 30
[} [} o
Q15 Qs 2
o o o
Z Z 20
10 210 2
§ ] 5]
> > > 10
w 5 ['T o
0 0 0
o 2.5 * + ol¢ 25F + ol
H b M | H Y 4y b ty H
ol 2 LI LR T sz AR Tt T ol 2
3|€ 25 t SE a5t { { 2|€ 25
-1.0 =05 0.0 0.5 1.0 15 2.0 25 3.0 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0 2.5 3.0 -1.0 -05 0.0 0.5 1.0 1.5 2.0 25 3.0
M2, [GeV2/c?] M2,ss [GeVZ/ct] M2,ss [GeVv?/ct]
Belle Il Preliminary [cdt=362fb~! Belle Il Preliminary [cdt=362fb! Belle Il Preliminary [cdt=362fb!
- 80F " [ —
—0uy, 12GeV?/c* = g7 < 16 GeV2/¢* i 16GeV?/c? = g? < 20 GeV2/¢* 60 Fmm a0, 20GeV?/c* = g% = 26.4 GeV/c*
— BOp ity — B%-plty, - B%-p Ity
~ SO0T mm Background, other —~ 7OF mm sackground, other —~ = Background, other
T Do e X*Indf: 45.759/14 < Tt e s X’Indf: 32.925/14 D 50 F 0 e s une. X’Indf: 18.888/14
&~ + Data p-value: 0.000 & 60F ¢ Dpata p-value: 0.003 =~ 4 Data p-value: 0.169
> 40 > >
] [ O 40
o O 50} o
HEN Q Q
s s s
Z Z Z
820 g3 220
S 20 g
@ 10 I @
10 0
0 0 0
of|~g by ) } ) of| 2 of| 2
s © = t it ¥ 2|€ o0 4 t +}‘. 2[5 o0 %I Iy }.*
L L t bt L "1y t LI
2d st i|ld -2t { | t id —as) {
== R R K- L R R = , . . . . . . == , . . . . . .
-10 -05 00 05 10 15 20 25 3.0 -10 -05 00 05 10 15 20 25 3.0 -10 -05 00 05 10 15 20 25 3.0
M2,ss [GeVZ/ct] M2,ss [GeVZ/c?] M2, [GeVv?/ct]

Figure 6.42: M2, distributions of 362 fb™! of Belle II data for reconstructed B® — 7~ u*wv,
decays in six ¢* bins, with 3-component MC fit projections overlaid. The B° — p=(Ty,
components have been fixed to the data-driven predictions taken from a recent Belle II

measurement of the B® — p~¢*y, branching fraction.
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Chapter 7

Branching Fraction and |V
Determination

Using a robust fitting framework built and validated upon simulated data, the number of
signal B — mly, events in real Belle II data was able to be estimated, with the previous
chapter detailing the various results obtained. In addition to determining the total number
of signal events present in the given data-set, the proportion of events falling within each of
the six distinct ¢? regions studied was also evaluated, in preparation for the extraction of
the B — mlv, branching fractions, and subsequently, |Vip|.

In this chapter, measurements of the branching fractions for the semi-leptonic B® —
70Ty, and BT — 7% T, decays will first be presented, including a detailed description
of the various quantities necessary for the calculations. The partial branching fractions
evaluated for each ¢? bin will be extracted, with these summed to evaluate the total branching
fraction for each decay. The latter sections of this chapter will focus on the extraction of
the magnitude of the CKM-matrix element |V,;,| using the distributions of the measured
partial branching fractions. With each evaluation performed first using simulated Asimov
data for the purpose of validating the given procedures, a summary and discussion of the
results subsequently obtained from real Belle II data will then be presented.

7.1 Measuring the Partial Branching Fractions

The branching fraction of a particular decay, first introduced in Section 1.2, represents the
relative proportion of particles decaying via that specified decay mode. In the context of
B° — 7= ¢*y, and B* — 7%*v, decays, where ¢ refers to either an electron or muon, these
refer to the fraction of BY mesons decaying via the mode B° — 7=¢*1, and the fraction of
B™ mesons decaying via BT — 7%* 1, respectively. The total branching fractions for these
decays can be measured in two distinct ways. The first method involves using the number of
estimated signal events within each ¢? bin to extract what are known as the partial branching
fractions for each bin. These partial branching fractions can then be summed to evaluate
the total branching fraction for the given decay, ensuring all correlations in the uncertainties
between ¢? bins are taken into account. Alternatively, the total branching fractions can be
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measured directly from the total number of estimated signal events evaluated over the full ¢°
kinematic range. The former method is most desirable, due to the fact that the individual
fits performed within each ¢ bin can better capture the variation in the signal shape and
yield at low versus high ¢?. Additionally, it is the distribution of the partial branching frac-
tions as a function of ¢? that is required for the computation of |V, as will be described in
detail in Section 7.2. For this study, the partial branching fractions in the six ¢? bins studied
will be evaluated and used to determine the total branching fractions, with the branching
fractions evaluated over the full ¢? range provided as a secondary measurement and as a
cross-check.

The partial branching fractions for B® — 7= ¢*v, and BT — 7%, decays, AB;(B° —
7 0Tyy) and AB;(BT — 7%0" 1), respectively, can be determined for each ¢* bin i via the
following formulae [92]:

Naigi(1 + f10)
2% Ngj x Npp x € '

AB;(B” — 7+ =

AB;(B* — 7r0€+yg) = Naig,i(1 + f1o0) ’
2 X Nejy x Npp X fro X €

where Ny ; is the estimated signal yield in each ¢* bin, f is the ratio between the branching
fractions of the decays of the T(4S) meson to pairs of charged and neutral B-mesons [93],
Npgp is the number of B-meson pairs counted in the data-set at the current integrated lumi-
nosity, Ne/, is the number of lepton flavours used for the calculation, and € is the weighted
signal reconstruction efficiency for each bin. The factor of two present in the denominator
accounts for the two B-mesons in the T(4S) decay. In a similar manner, the N/, parameter
supports the determination of the partial branching fractions using a single lepton flavour,
Nej, = 1, such as in the reconstruction of BY — m7e*v, or B® —» 7w uty,, or in the re-
construction of either lepton flavour, N/, = 2, where all B — 7~ (1, and BY — 7%y,
decays are reconstructed. In this study, the branching fractions will be evaluated using both
the individual lepton channels and the combined lepton channels, with the latter forming
the typical measurement presented in literature. By also determining B(B° — n~eTr,),
B(B® — 7 p*v,), B(B* — m%"v,) and B(BT — 7°u"v,), some insight can be garnered
into the relative capability of the current Belle II detector and analysis software in the re-
construction of electron versus muon modes.

The formulae for the total branching fractions evaluated over the full ¢? kinematic range,
B(B° — n=(*1;) and B(B* — 7%"y,), are largely similar to those used for the derivation
of the partial branching fractions:

_ Ng(1 + f10)
B(B® — 7w () = -—5———
( m ) 2% Ny, x Npp x €’

Nyg(1
B(B+—>7T0€+l/g)= g( +f+0) ’
2 X Neyy x Ngp X fro X €
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where Ny, and € now refer to the estimated signal yield and the weighted signal recon-
struction efficiency evaluated over the full ¢> range, respectively.

q? bin (GeV?) ‘ MC signal efficiency e(;
B - nmetu,
0<f <4 (0.194 + 0.004)%
1< <8 (0.209 + 0.004)%
8< ¢ <12 (0.226 + 0.004)%
12<¢ <16 (0.231 + 0.004)%
16 < ¢? <20 (0.225 + 0.005)%
20 <> <264 | (0176 + 0.004)%
Full ¢? range (0.212 £+ 0.002)%
B - pty,
0<q’ <4 (0.164 + 0.003)%
A< <8 (0.192 + 0.004)%
8<q’ <12 (0.207 + 0.004)%
12<q’ <16 (0.212 + 0.004)%
16 < ¢? <20 (0.205 + 0.004)%
20 < ¢* <264 (0.169 =+ 0.004)%
Full ¢? range (0.192 + 0.002)%
B’ — 7T_€+I/g
0<q’ <4 (0.179 + 0.003)%
1<q <8 (0.201 + 0.003)%
8<q’ <12 (0.216 + 0.003)%
12<4¢*<16 (0.222 + 0.003)%
16 < ¢? <20 (0.215 + 0.003)%
20 < ¢* <264 (0.172 £ 0.003)%
Full ¢? range (0.202 £+ 0.001)%

Table 7.1: Weighted signal reconstruction efficiencies derived from MC for reconstructed
B® — 7= (v, decays.

The f,o parameter used in each calculation was taken from a recent Belle study represent-
ing the most precise measurement made to date, with f,o = B(Y(4S) — B*B~)/B(T(4S) —
B°B%) = 1.065 £ 0.052 [93]. The number of T(4S) — BB pairs in the current 362 fb~! Belle
IT data-set, Ngz = (387 4+ 6) x 105, was determined from an independent Belle IT study in
which B-meson events were reconstructed from both on- and off-resonance data, with the
number of B-meson pairs in the on-resonance data-set estimated using a data subtraction
procedure.

The signal reconstruction efficiencies used for the branching fraction determinations were
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evaluated from MC, both for each ¢* bin and over the full ¢* kinematic range. In each
case, the efficiency was defined as the ratio between the number of signal MC events after
the application of all analysis selections and data-MC corrections, and the total number
of signal MC events generated in the original samples. As the numerator is weighted by
the various correction factors including the FEI calibration, lepton and pion identification
corrections and so on, the resultant values are referred to as the weighted signal reconstruc-
tion efficiencies. Furthermore, each efficiency technically represents the combination of the
tagging efficiency €g,q, the proportion of events for which a hadronic Bi,, was able to be
reconstructed, and the selection efficiency eg, the proportion of events remaining after all
analysis selections, with € = €45 X €51 A binomial uncertainty Oc;y WAS assigned to each
efficiency measurement in order to represent the sampling error when taking a proportion

of a statistical population [94], o, = \/e(i)(l — €())/Ngen,,, Where Ngen  is the number of

generated events relevant to the calculation.

Tables 7.1 and 7.2 list the signal reconstruction efficiencies used in the branching fraction
calculations, for reconstructed B® — 7 ¢Tv, and B* — 7%*y, decays, respectively. The
efficiencies for both the individual lepton and combined lepton reconstructions are included
in each table. It can be observed that for both B-meson flavours, the muon channels were
reconstructed with a lower efficiency than the electron channels. In addition, the reconstruc-
tion efficiencies for the charged B-meson channels were significantly higher than those for
the neutral B-meson channels, a feature driven largely by the fact that the tagging efficien-
cies for BT tags have been found to exceed those for BY tags in independent studies of the
application of the FEI [13].

The final elements required for the branching fraction calculations were the values of
the estimated signal yields. Whilst the determination of these yields was described in the
previous chapter, one further correction was required before using the yields measured in each
¢ bin to extract the partial branching fractions, related to the resolution of the measured
q* spectrum. This correction is known as the unfolding of the ¢? distribution, and will be
explained in detail in the following section.

7.1.1 Unfolding the ¢?> Distribution

As explained in Section 2.4.2, when generating particle decays in MC (via the EvtGen soft-
ware [60]), the kinematic quantities corresponding to the various particles involved in the
decays are precisely known, including those of the energy and momentum. However, in
simulating the detection and reconstruction of these generated particles by Belle IT (via the
Geant4 software [61]), the finite resolution of the various detector components is taken into
account, resulting in reconstructed energy and momentum values that are slightly shifted
with respect to the underlying MC truth. It directly follows that these resolution effects
would subsequently impact the determination of ¢?, which is derived using the four-momenta
of the leptonic daughters in the semi-leptonic B — nwly, decay. In this way, a discrepancy
between the true and reconstructed values of ¢? for a particular decay could result in it being
ascribed to a different ¢? bin in the reconstruction than it belongs in truth, a feature referred
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q* bin (GeV?) ‘ MC signal efficiency e
Bt — 1lety,
0<qg <4 (0.377 + 0.007)%
4<q*<8 (0.428 + 0.007)%
8<q’ <12 (0.455 + 0.008)%
12< ¢ < 16 (0.424 + 0.008)%
16 < ¢* <20 (0.396 + 0.008)%
20 < ¢* <264 (0.562 £+ 0.011)%
Full ¢ range (0.433 + 0.003)%
BT — muty,
0<qg <4 (0.238 + 0.005)%
4<q®><8 (0.334 + 0.006)%
8<¢? <12 (0.392 + 0.007)%
12<¢*<16 (0.388 + 0.007)%
16 < ¢% < 20 (0.383 + 0.008)%
20 < ¢* <264 (0.509 £ 0.010)%
Full ¢? range (0.363 + 0.003)%
Bt — 7%y,
0<qg <4 (0.307 + 0.004)%
4<qg®><8 (0.381 + 0.005)%
8 < ¢ <12 (0.423 + 0.005)%
12<¢*<16 (0.406 + 0.005)%
16 < ¢ < 20 (0.389 + 0.006)%
20 < ¢* <264 (0.535 £ 0.007)%
Full ¢? range (0.398 + 0.002)%

Table 7.2: Weighted signal reconstruction efficiencies derived from MC for reconstructed
Bt — 7%* v, decays.

to as ¢? bin migration. Such a scenario would thus result in a potential distortion of the
relative signal yields distributed across the ¢? bins studied, and in turn, the resultant partial
branching fractions. Whilst it is impossible to access any underlying truth information for
real data, it can be safely assumed that the same resolution effects would result in a similar
distortion in the measured partial branching fractions.

In simulated data, the magnitude of the bin migration can be evaluated explicitly due to
the fact that both the true and reconstructed kinematic information can be accessed. A ¢?
bin migration matrix can be defined for each reconstructed B — mfv, decay, M,;, which lists
the proportion of events that fall in each reconstructed bin ¢ for each true bin j. Figures 7.1
and 7.2 display the migration matrices built from MC for all reconstructed B® — 7= (T,
and Bt — 7%y, decays, respectively. A Python implementation of the RooUnfold software
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package [95] was used to construct each matrix. It can be clearly observed that in all cases,
the vast majority of MC events were reconstructed within the correct ¢? bin, with minimal
bin migration found. Since only six ¢? bins were used for the analysis at present due to
limited statistics, these results were largely unsurprising given the relatively broad width of
> 4 GeV? for each bin. In potential future iterations of the analysis where a finer granular-
ity in ¢? could be investigated, bin migration effects would be expected to be more significant.
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Figure 7.1: The ¢? bin migration matrices evaluated from MC, for reconstructed B° —
7 e, (top left), B — 7 pu*v, (top right), and B® — 7 ¢*y, (bottom) decays, where
{=eor p.

For reconstructed B® — 7= ¢Tv, decays, where both the individual and combined lepton
cases were considered, less than 4% of events in each ¢ bin were found to correspond to
a different bin in the MC truth. Furthermore, almost all of the migrated events were re-
constructed within the ¢? bin directly above or below the bin in the underlying MC truth.
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Slightly higher rates of bin migration were observed for reconstructed B* — 7%¢*v, decays,
due to the poorer resolution pertaining to reconstructing the 7° — ~+ decay in contrast with
the relatively clean charged pion track, with the highest observed migration in a single ¢
bin of ~ 18%. These migrated events were similarly concentrated within the reconstructed
bins directly above or below the true bins, although the spread of events into reconstructed
bins further away was likewise more substantial than the B® — 7= /"1, case. In addition to
this, a clear asymmetric behaviour in the bin migration was observed in the B* — 7% "y,
case, with migrated events tending to fall more often within higher ¢ bins than lower ¢
bins with respect to the MC truth, implying a tendency for signal events to be reconstructed
with ¢? values higher than the underlying reality.
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Figure 7.2: The ¢? bin migration matrices evaluated from MC, for reconstructed B* —
et v, (top left), Bt — 7u*v, (top right), and Bt — 7%t (bottom) decays, where
{=eor p.
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Asimov data

Belle II data

¢ bin (GeV?) | Fitted sig. yield | Unfolded sig. yield ‘ Fitted sig. yield | Unfolded sig. yield

BY - n=ety,

0<q¢®><4 19.19 + 4.90 19.18 £ 4.90 20.29 + 4.95 20.28 + 4.95
4<q®<8 21.26 £ 5.26 21.20 + 5.24 15.44 + 4.41 15.40 £+ 4.40
8 <q? <12 22.68 + 5.66 22.85 + 5.70 17.44 + 5.08 17.57 £ 5.12
12<¢* <16 21.42 £+ 5.80 21.54 + 5.83 22.06 + 5.78 22.17 + 5.81
16 < ¢% <20 17.69 + 6.01 17.77 £ 6.04 11.35 £ 5.14 11.40 £ 5.16
20 < ¢* <264 11.08 £ 4.77 10.78 £+ 4.64 11.30 £+ 4.80 10.99 + 4.66
Sum 113.32 £+ 13.28 113.32 + 13.26 97.88 + 12.35 97.81 £+ 12.34
BY > n=pty,
0<¢*<4 16.29 + 5.03 16.36 £ 5.05 13.56 + 4.57 13.62 £+ 4.59
4<q®<8 19.44 £ 5.05 19.28 £ 5.01 18.57 + 4.78 18.42 £ 4.74
8<¢® <12 20.74 £+ 5.37 20.86 + 5.40 16.39 + 4.64 16.48 + 4.67
12<¢®> <16 19.65 £+ 5.27 19.68 £+ 5.28 17.49 + 4.86 17.52 + 4.86
16 < ¢? <20 16.13 £+ 5.07 16.32 £ 5.13 6.84 + 3.75 6.92 + 3.80
20 < ¢? < 26.4 10.62 £+ 4.22 10.36 + 4.12 3.26 £ 291 3.19 + 2.84
Sum 102.87 + 12.29 102.86 + 12.29 76.11 £+ 10.56 76.15 + 10.56
BY - 7 {*y,

0<q¢®><4 35.49 + 7.03 35.56 + 7.04 33.57 £ 6.75 33.63 + 6.76
4<q®<8 40.70 + 7.30 40.49 + 7.26 34.42 + 6.55 34.24 + 6.52
8<q? <12 43.41 £ 7.79 43.71 £ 7.85 33.32 + 6.80 33.95 £ 6.85
12<¢* <16 41.07 £ 7.79 41.21 + 7.82 39.43 £ 7.51 39.56 + 7.54
16 < ¢% <20 33.81 £ 7.79 34.09 £ 7.85 18.33 £ 6.33 18.47 + 6.39
20 < ¢ <264 21.71 + 6.28 21.15 + 6.12 13.89 £ 5.47 13.53 £ 5.33

Sum 216.19 + 18.01

216.21 £ 18.00

172.96 + 16.16

172.98 + 16.16

Table 7.3: The unfolded signal yields compared with the fitted signal yields, for all B —

0"y, decays reconstructed from 362 fb~! of Asimov and real Belle II data.

Whilst the magnitude of the ¢ bin migration was observed to be small for the given anal-
ysis, a correction procedure was nevertheless implemented to adjust the relative proportions
of signal events in each ¢? bin to better reflect the true underlying yield distribution. In order
to implement these corrections, the ¢ bin migration matrices were inverted in a process re-
ferred to as ¢® unfolding. Multiple methods exist for the unfolding process, with the simplest
implementation resulting in the derivation of a set of bin-by-bin correction factors. Given
the minimal bin migration, this simple approach was adopted for the given analysis. In this
method, the true (Vi) and reconstructed (Nieconstructea) Signal yields are used to define a
weight for each ¢? bin k, where wy, = Nirue i,/ Nreconstructed k- L he fitted signal yields in each
bin can then simply be corrected by multiplying them by the given weight. For this analysis,
the RooUnfold package [95] was used to perform a bin-by-bin unfolding of the ¢* spectrum
using the true and reconstructed information given in the migration matrices built from MC.

Before applying the unfolding procedure to real data for which the underlying truth is
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Asimov data

Belle II data

Fitted sig. yield | Unfolded sig. yield ‘ Fitted sig. yield | Unfolded sig. yield

Bt — Vet
0<q¢*<4 21.51 £ 5.77 24.39 £+ 6.54 15.88 £+ 4.99 18.01 £ 5.66
4<¢®><8 25.42 + 6.35 25.76 + 6.44 26.94 + 6.21 27.31 + 6.29
8<¢g® <12 25.42 £+ 6.57 25.18 £+ 6.51 22.11 £ 6.12 2191 + 6.07
12 < ¢®> < 16 21.94 + 6.28 22.67 + 6.49 25.46 + 6.35 26.31 £+ 6.56
16 < ¢% <20 17.94 + 6.68 18.97 £ 7.06 0.00 £ 6.60 0.00 £ 6.98
20 < ¢? < 26.4 19.96 + 8.66 15.21 + 6.60 23.76 £+ 8.63 18.10 £ 6.58
Sum 132.19 + 16.61 132.18 + 16.19 114.15 + 16.10 111.64 + 15.60
BT - nutuy,
0<¢®><4 13.55 + 5.19 15.61 + 5.98 4.67 + 4.08 5.38 £ 4.70
4<¢®><8 19.83 £ 5.54 20.45 £+ 5.72 14.90 + 4.94 15.37 £ 5.09
8 <2 <12 21.91 £+ 5.93 21.61 + 5.85 14.75 £ 4.94 14.55 + 4.87
12 < ¢ <16 20.12 £ 6.17 20.74 + 6.36 19.22 + 5.91 19.81 + 6.09
16 < ¢® <20 17.31 £ 5.80 18.55 £ 6.21 12.02 £ 5.12 12.88 + 5.48
20 < ¢% < 26.4 18.16 + 7.66 13.89 + 5.86 21.38 + 7.77 16.35 £ 5.95
Sum 110.83 + 14.94 110.85 + 14.70 86.94 + 13.67 84.34 + 13.20
Bt — 7% *y,
0<q¢’<4 35.01 + 7.73 39.94 £+ 8.81 20.54 £+ 6.34 23.43 £ 7.23
4<¢><8 45.24 + 8.38 46.21 + 8.56 43.06 + 7.97 43.99 + 8.14
8<¢® <12 47.32 + 8.80 46.79 + 8.70 36.01 + 7.90 35.60 + 7.81
12< ¢ <16 42.03 £+ 8.75 43.38 + 9.03 45.87 + 8.71 47.35 + 9.00
16 < ¢% <20 35.26 + 8.76 37.53 + 9.32 11.26 + 6.59 11.99 £ 7.01
20 < ¢? < 26.4 38.05 + 11.32 29.05 + 8.64 47.69 + 11.46 36.40 + 8.75
Sum 242.91 + 22.11 242.90 + 21.67 204.43 + 20.41 198.76 + 19.65

Table 7.4: The unfolded signal yields compared with the fitted signal yields, for all BT —

v, decays reconstructed from 362 fb™! of Asimov and real Belle II data.
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unknown, the process was validated using Asimov data built from MC at the integrated
luminosity of the current data-set, 362 fb~!. The signal yields in each ¢ bin returned from
the fits to Asimov data described in the previous chapter (Table 6.1, Section 6.2) were cor-
rected using the bin-by-bin method, with the resultant unfolded yields given in Tables 7.3
and 7.4 for all reconstructed B® — 7= ¢y, and BT — 7%, decays, respectively, presented
alongside the raw fitted yields for comparison. As expected due to the minimal bin migration
observed, the yields were found to shift only slightly after unfolding for the reconstructed
B® — 7= (*v, decays. Somewhat larger shifts were similarly observed as expected in the
Bt — 7%*y, case, though these differences largely fell within the range of the fitted yield
uncertainties, further reinforcing the minimal impact of the ¢ unfolding at the given in-
tegrated luminosity and number of ¢? bins. To illustrate the effectiveness of the unfolding
procedure, the respective fitted and unfolded Asimov yields listed in Tables 7.3 and 7.4 are
depicted graphically in Figures 7.3 and 7.5 together with the underlying true yields. In ev-
ery case, correcting the reconstructed signal yields using the unfolded ¢? spectrum recovered




the true yields, with this behaviour demonstrated particularly well in the B* — 7% "1, case
where the distinction between the true and reconstructed yields was visibly more pronounced.
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Figure 7.3: The unfolded signal yields derived from 362 fb~! of Asimov data, for recon-
structed B® — 7 et (top left), B — 7 u*v, (top right), and B® — 7~ (T, (bottom)
decays, where ¢ = e or p.

Given the clear effectiveness of the unfolding procedure on Asimov data, the correc-
tion factors were subsequently applied to the real data yields detailed in Tables 6.6 and
6.7 (Section 6.5) in the previous chapter. The resultant unfolded yields compared with the
fitted yields are also listed in Tables 7.3 and 7.4 for all reconstructed B® — 7= ¢*1, and
Bt — 7%*%y, decays, respectively, with the respective yield plots depicted in Figures 7.4
and 7.6. The magnitude of the given shifts in the signal yields post-unfolding can be clearly
seen to be of the same order as those observed for Asimov data. With the determination
of the unfolded signal yields representing the final remaining component required for the
calculations, the following section will detail the final results obtained for the B — wfly,
partial branching fractions.

7.1.2 Final Results

Finally, using the formulae given in Section 7.1, the partial and total branching fractions for
each B — 7mly, decay mode studied were determined from both Asimov and real Belle II
data at an integrated luminosity of 362 fb=!. To extract the partial branching fractions, the
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Figure 7.4: The unfolded signal yields derived from 362 fb~! of Belle II data, for reconstructed
BY — 7w~ etv, (top left), B® — 7 uty, (top right), and B — 7 ¢ty (bottom) decays,
where ¢ = e or p.

unfolded signal yields in each ¢? bin were used as input into the formulae, together with the
signal reconstruction efficiencies derived from MC and the values of f,y, and Nzz. For each
decay mode, the partial branching fractions were summed to determine the total branching
fractions. To extract the total branching fractions evaluated over the full ¢? range as a sec-
ondary measurement, the total fitted signal yields were used in lieu of the unfolded per-bin
yields in the relevant equations. Both the branching fractions evaluated using a single lepton
flavour (B(B® — n~etv,), B(B® —» 7 utv,), B(BT — n’e*rv,) and B(B* — 7u*v,)) and
those evaluated for the combined lepton case (B(B® — 7= (*v,) and B(B* — 7n%*v,), where
¢ = e or u) were determined. The final results are summarised in Tables 7.5 and 7.6 for all
reconstructed B® — 7= ¢*v, and Bt — 7%, decays, respectively. In each table, the world
average measurement listed by the Particle Data Group [20] is included for comparison with
the measured branching fractions.

Each branching fraction presented in the given tables is associated with two distinct
uncertainties, the former being statistical and the latter systematic. The statistical uncer-
tainties for each partial branching fraction were determined by replacing the unfolded signal
yields in the relevant formulae with the uncertainties on these unfolded yields. A similar
method was adopted for the statistical uncertainties on the total branching fractions eval-
uated over the full ¢? range, with the uncertainties on the signal yields returned from the
M?2.  fits over the full ¢* spectrum used in place of the signal yields in the calculation.

miss
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Figure 7.5: The unfolded signal yields derived from 362 fb~! of Asimov data, for recon-
structed Bt — 7%t (top left), BT — 7u*v, (top right), and B* — 7°0*y, (bottom)
decays, where ¢ = e or p.

To determine the statistical uncertainty on the sum of the partial branching fractions for
each reconstructed mode, the statistical uncertainties of each partial branching fraction were
combined in quadrature under the assumption of statistical independence between the sub-

6

sets of data in each ¢® bin, with Ogar, sum = A [ 2, asztam, where oyt refers to the statistical
i=1

uncertainty of each partial branching fraction. A discussion of the systematic uncertainties

assigned to each branching fraction is left to the following section.

When considering the results obtained from Asimov data, several notable observations
can be made. Firstly, in the reconstruction of all B — 7= ¢*v, decays, the total branching
fractions obtained through the sum of the partial branching fractions and the evaluation over
the full ¢? range are largely indistinguishable, with these consistent results obtained through
two independent measurements lending further confidence to the fitting and unfolding proce-
dures utilised within the analysis. Both sets of results are likewise consistent with the world
average value [20], exhibiting the expected behaviour given that the Asimov data was pro-
duced from MC that was generated and corrected for according to this same world average
branching fraction. Similar trends are observed for B* — 7% *1, decays reconstructed from
Asimov data, with both methods of determining the total branching fractions producing re-
sults consistent with one another as well as the world average value [20]. It should be noted
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where ¢ = e or p.

that slightly more variation is observed between the sum of the partial branching fractions
and the total branching fractions evaluated over the full ¢> range than in the B® — 7= (",
case, although both are still consistent well within the stated uncertainties. No significant
discrepancies are observed between the partial branching fractions derived from the electron
and muon channels in the reconstruction of both B® — 7= ¢*v, and B* — 7%*1, decays.

Reflecting on the results obtained from Belle IT data, it can firstly be observed that
the consistency achieved between the two independent measurements of the total branch-
ing fractions in Asimov data is mirrored in the real data results, both for reconstructed
B® - 77 ¢Ty, and B* — 7%y, decays. However, when considering the world average val-
ues, each branching fraction measurement was found to be lower than expected, with a total
deviation for the combined lepton measurements of ~ 2.7¢ for B — 7 ¢*y, and ~ 2.00
for Bt — 7% "y, taking into account both statistical and systematic uncertainties. These
results are altogether unsurprising as per the discussion in Section 6.5, where discrepancies
of this order were first observed in the fitted signal yields obtained from data when compared
with the expected values derived from MC.

Furthermore, a higher degree of fluctuation between the branching fractions measured
from the electron versus the muon channels can be observed in real data with respect to Asi-

mov data, with this behaviour present for both reconstructed B® — 7= ¢*v, and B* — 7%y,
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Asimov data

Belle II data

q* bin (GeV?)

AB;

B - ety

0<¢®*<4 (0.26 + 0.07gar + 0.01g55) x107% | (0.28 £ 0.0744a1 = 0.024) x 1074

4<qg®><8 (0.27 £ 0.07gar + 0.02455) x107* | (0.20 % 0.064¢a1 = 0.01y) x 1074

8 < ¢ <12 (0.27 4 0.07gtat + 0.02455) x107% | (0.21 £ 00641 & 0.014y5) x1074

12<¢* <16 (0.25 £ 0.07gat £ 0.02455) x107% | (0.26 £ 0.0750 + 0.024) x 1074

16 < ¢® <20 (0.21 £ 0.07gar £ 0.02455) x107% | (0.14 £ 0.06440 £ 0.02) x 1074

20 < ¢ <264 | (0.16 £ 0.07ga + 0.025) x107* | (0.17 £ 0.07pa + 0.024y5) x1074

Sum (1.43 £ 0.174at £ 0.0945) x107% | (1.24 £ 0.164a 1 0.08y) x107*

Over full ¢ range | (1.43 + 0.174ar & 0.085s) x107* | (1.23 & 0.154p £ 0.074) x107*
B - puty,

0<¢*<4 (0.27 4 0.084at + 0.0245) x107% | (0.22 £ 0.07gas & 0.014y5) x 1074

4<q¢®><8 (0.27 £ 0.074at £ 0.014y5) x107% | (0.26 £ 007400 + 0.01) x107*

8<¢? <12 (0.27 £ 0.07gar £ 0.02455) x107% | (0.21 £ 0.0640 £ 0.014) x107*

12<¢®> <16 (0.25 £ 0.07gat £ 0.014y5) x107% | (0.22 £ 0.06440¢ £ 0.014) x107*

16 < ¢® <20 (0.21 + 0.07gat £ 0.0145) x107% | (0.09 £ 0.0540 & 0.014,) x107*

20 < ¢? <264 | (0.16 £ 0.07ga + 0.0155) x107* | (0.05 £ 0.04g¢a5 + 0.004y) x1074

Sum (1.43 £ 0.174a + 0.084y5) x107* | (1.05 4 0.154a; & 0.064y) x 1074

Over full ¢ range | (1.43 + 0.17gat & 0.0955) x107* | (1.06 + 0.1540¢ £ 0.0655) x107*
BY - (T,

0<¢*<4 (0.27 £ 0.05440; £ 0.014y5) x107% | (0.25 £ 0.0540 £ 0.014,) x107*

4<qg®><8 (0.27 £ 0.054; £ 0.014y5) x107% | (0.23 £ 0.0440 £ 0.01) x107*

8§ <¢? <12 (0.27 £ 0.054t £ 0.02455) x107% | (0.21 £ 0.0440¢ £ 0.01) x107*

12<¢®>< 16 (0.25 £ 0.054; + 0.014y5) x107% | (0.24 £ 0.0540¢ & 0.014) x107*

16 < ¢® <20 (0.21 + 0.05g0; + 0.02455) x107% | (0.11 £ 0.044¢a¢ & 0.014) x 1074

20 < ¢* <264 | (0.16 £ 0.0540a; & 0.01455) x107* | (0.10 £ 0.04ga; + 0.014) x 1074

Sum (1.43 4 012t + 0.084ys) x107% | (1.14 £ 0.114a; & 0.064y5) x1074

Over full ¢* range | (1.43 + 0.124a + 0.085y5) x107* | (1.15 + 0.114p¢ £ 0.0645) x1074

World average [20] ‘

(1.50 + 0.06) x10~4

|

Table 7.5: The partial branching fractions in six ¢? bins, extracted from B® — 7= (1, decays

reconstructed from 362 fb—!

of Asimov and real Belle II data. The total branching fractions

derived from the sum of the partial branching fractions and the evaluation over the full ¢?
kinematic range are also listed.

decays to different extents. In the B® — 7= ¢y, case, the branching fraction measured for the
muon mode, B(B® — 7~ utv,), is smaller than and slightly inconsistent within uncertainties
with that for the electron mode, B(B® — 7 e*v,). A similar trend is observed for the central

values of B(B*

— mlety,
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Asimov data

Belle II data

¢ bin (GeV?) AB)
Bt — Pty

0<¢ <4 (1.62 + 0.434a¢ £ 0.125) x1075 | (1.20 £ 03840 + 0.095y5) x 107
4<q*<8 (1.51 + 0.384ar + 0.134y5) x1075 | (1.60 + 0.37gpar + 0.1455¢) x1075
8<¢® <12 (1.39 + 0.364a¢ + 0.13455) X107 | (1.21 + 0.334a¢ £ 0.1245) x 107
12<¢2 <16 | (1.34 + 0.384 + 0.134) x107° | (1.56 + 0.394a; + 0.155) x107°
16 <2 <20 | (1.20 + 0.45g0 + 0.124) x107° | (0.00 + 0.4445¢ + 0.004y5) x1077
20 < 2 <264 | (0.68 + 02950 + 0.07q55) x107° | (0.81 £ 0.2055¢ + 0.0845) x107°
Sum (7.73 + 0.9445¢ £ 0.68) x107° | (6.37 £ 0.9140; + 0.5645) x 107
Over full ¢® range | (7.63 £ 0.934.; & 0. 65Syb) x107° | (6.20 £ 0.84st £ 0.535ys) x107°

B+

NVM

0<q <4 (1.64 + 0.630a + 0.125,0) 1075 | (0.57 % 0.50ua; + 0.045y5) x 1070
F<@<8 | (153 + 04350 + 0.134.) x10° | (115 % 0385 + 0.10,,) x 1077
S< <12 | (1.38 + 0.37um + 0.1200) X107 | (0.93 + 0.31y0; & 0.08y5) X107
12<¢ <16 | (L34 + 041, + 0.14,,) x10° | (1.28 + 0.3 + 0.135,.) x10°7
16 < <20 | (121 + 0ALyy & 0.125) X107 | (0.84 % 0365 + 0.084,,) <1077
20 <¢° <264 | (0.68 + 0.20,m + 0.084,5) x10° | (0.81 + 0.2050 + 0.1055) x 1077
Sum (779 + 1.07gas & 0.700) X107 | (5.58 & 0.934m + 0.525,5) x 1077
Over full ¢ range | (7.63 + 1.00sa; & 0.675ys) x107° | (5.74 + 0.90sa¢ & 0.50gy5) x107°
Bt — 1% *y,

0<¢®<4 (1.63 + 0.364.¢ + 0. 125ys) x107° (0.96 £ 0.29a1 + 0.074y) x107°
L<@ <8 | (152 + 0.28y0 + 0.1340) 10 | (145 % 027, + 0.124,,) x10°7
S<q® <12 | (138 % 0.26ua + 0.13,0) x107° | (1.05 + 0.23qn + 0.10,,,) x10°°
12<¢® <16 | (134 + 0.28m + 0.13,.) x10° | (146 + 0.28 + 0.14,,,) x107
16<q® <20 | (121 + 0.304m + 0.1250) x10° | (0.39 + 0.234 + 0.04sy0) x 107
20 <¢® <264 | (0.68 + 0.204m + 0.075,5) 10 | (0.85 + 0.2050; + 0.0055) x 1077
Sum (776 + 0.69501 & 0.0855) X107 | (6.15 % 0.62u1m + 0.5550) x 1077

( T 0.534)

Over full ¢? range

7.64 £ 0.68s¢at

+ 0.654y5) x107°

(6.17 £ 06210

World average [20] ‘

(7.80 + 0.27) x107°

|

Table 7.6: The partial branching fractions in six ¢? bins, extracted from B* — 7%, decays

reconstructed from 362 fb~!

of Asimov and real Belle II data. The total branching fractions

derived from the sum of the partial branching fractions and the evaluation over the full ¢
kinematic range are also listed.

case remain consistent with one another within uncertainties. Whilst it is not inconceivable
that an unconsidered source of underlying discrepancy may exist between the reconstruction
of electrons and muons in real data, given the limited sample size, these observations can

likely just be the result of regular statistical fluctuations.
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As can be seen in the relevant



tables, the branching fractions determined for the combined lepton cases fall between the
individual electron and muon results as a natural consequence of these differences. Further
discussion on the implications of the low measured B — mwlv, branching fractions and the
potential for extended studies will be explored in detail in the concluding chapter.

7.1.3 Systematic Uncertainties

In a similar manner to that first reported in Section 4.1.6 for the B — X /v, FEI calibration
study, a number of sources of systematic uncertainty were likewise identified for the current
B — 7wly, analysis. Each uncertainty was evaluated as a percentage of the given partial or
total branching fractions, with each source described in detail below.

f+o

The value of the f,o parameter used as input in the branching fraction calculations was
taken from a recent Belle measurement quoting a central value and associated uncertainty of
f+o0 = 1.065 +0.052 [93]. To evaluate the effect of this uncertainty on the branching fraction
measurements, the relative uncertainty was computed for B® — 7= ¢*v, and BT — 7% "y,
decays according to the contribution of f,o to the respective formulae. For B® — 7= ¢ty
decays, this corresponded to a systematic error ogys r,., of Osys 1o = 01,0/(1 + fro0) = 2.52%,
where oy, is the given uncertainty on the Belle measurement. For BY — 7%¢*y, decays,
due to the presence of both a (1 + f,o) term in the numerator and an f,o term in the
denominator of the branching fraction formulae, the relative uncertainty was computed as

Osys,fr0 = 0f+0/(1 + f+0)(f+0)71 = 2.68%.

NBB

The number of Y(4S) — BB events in the current data-set, Ngp = (387 £ 6) x 10%, also
constituted a source of systematic uncertainty due to the contribution of this parameter
to the branching fraction determinations. The magnitude of this uncertainty was similarly
evaluated through computing the relative uncertainty on the Npp parameter, ogsn,, =

N,/ Np5 = 1.55%.

Tracking

Per official Belle IT recommendations as described in Section 4.1.6, an additional systematic
uncertainty of 0.24% per reconstructed charged particle track was required to be included.
The total systematic uncertainty on the branching fractions due to the track reconstruc-
tion efficiency thus corresponded to 0.48% for reconstructed B® — 7= ¢*y,, and 0.24% for
reconstructed Bt — 7%+, decays.

Signal Reconstruction Efficiency e

Comprising another element of the branching fraction calculations, the uncertainties on the
weighted signal reconstruction efficiencies were also taken into account. The systematic
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uncertainties on the partial and total branching fractions were determined by evaluating the
relative uncertainties on each respective efficiency measured in ¢? bins or across the full ¢?
spectrum, with ogys e, = Oe(i)/é(z)-

FEI Calibration

The official FEI calibration factors used for this study, as described in Section 5.2, were ap-
plied by weighting each individual event according to the decay mode in which the hadronic
B,z was reconstructed. Each calibration factor was associated with both a statistical and
systematic uncertainty, evaluated in a similar manner to that described for the calibration
study presented in Chapter 4. To account for the correlation between the uncertainties
of the individual tag decay modes, statistical and systematic covariance matrices were con-
structed using these uncertainties, and these were summed to build a total covariance matrix.
The statistical uncertainties were assumed to be completely independent between tag decay
modes, and thus the statistical covariance matrix was constructed as a diagonal matrix with
diagonal entries of agtaw, where j is the index of the tag decay mode, and off-diagonal en-
tries set to zero. To construct the systematic covariance matrix, all systematic uncertainties
on the calibration factors were assumed to be 100% correlated between tag decay modes,
resulting in a non-diagonal matrix with entries of ogys j X 0Ogys x, Where j and k represent the
respective decay mode indices. The statistical and systematic covariance matrices were then
summed, under the assumption of complete independence between the two, to produce the
total uncertainty covariance matrix between the tag modes.

To study the effect of these calibration factor uncertainties on the B — wfv, branch-
ing fractions, a set of alternate event weights was produced using these uncertainties. A
multivariate Gaussian distribution was constructed using the total uncertainty matrix, and
200 variations on the nominal calibration factors were sampled from this distribution. Ad-
ditional toy MC studies were then performed to investigate the magnitude of the effect of
these varied weights on the fitted signal yields, where the M2, fits (both in each ¢? bin
and over the full ¢ range) were redone using each of these alternate weights in place of the
nominal FEI calibration weight. The standard deviation of the distribution of the 200 signal
yields returned from these toy fits was then used to determine the size of the total systematic
uncertainty sys cal, With gsys, cal. = SDsig, cal./Vsig, Where SDg, is the standard deviation of
the varied signal yields returned from the fits, and Ny, is the nominal signal yield using the
standard event weights.

Lepton and Charged Pion Identification

The lepton and pion identification correction factors, the latter applying only to the B® —
7 {*u, case, were similarly applied per-event according to the momentum p and polar angle
0 of the reconstructed lepton or charged pion. These factors included both the efficiency and
fake-rate corrections, and each individual factor likewise possessed both a statistical and
systematic uncertainty. To estimate the effect of this on the measured B — 7/, branching
fractions, the same method as described above for the systematic uncertainty due to the FEI
calibration was employed. Using the software package in Ref. [80], a total covariance matrix

197



was built from the statistical and systematic uncertainties between the individual bins, a
set of 200 alternate lepton or pion identification weights were sampled from the respective
multivariate Gaussian distributions, and toy studies were used to evaluate the effect on
the fitted signal yields. The total systematic uncertainties ogys 11 and gy pip Were then
computed as ogys, Lip = SDgig, LiD/Nsig and Ogys, pip = SDgig, Pin/Nsig-

7 Reconstruction Efficiency

In the Bt — 7% Ty, case, the systematic uncertainties on the B — 7fv, branching frac-
tions due to the 7 reconstruction efficiency were likewise evaluated through toy MC studies
as above. As mentioned in Section 5.2, the momentum-dependent 7 efficiency correction
factors were associated with a statistical uncertainty as well as two distinct systematic un-
certainties, one arising from the factors influencing the D° study from which the factors were
derived, and one due to the difference observed between the factors obtained from the D
study and an alternate 3-prong 7 study. Both of these sources of systematic uncertainty were
added in quadrature together with the statistical uncertainties to form the total covariance
matrix. The final systematic uncertainty g -0 was evaluated from the set of 200 varied
signal yields as oy, z0 = SDgig, 70/ Nsig-

Background B — X, /v, and B — X (v, Branching Fractions

As first discussed in detail in Section 4.1.3, the branching fractions of the various B — X, (v,
and B — X v, decay modes in the MC were reweighted to updated values, each with a
corresponding uncertainty. In considering the individual B — X, /v, and B — X .fv, contri-
butions to the background template in the M2,  fits, varying their branching fractions within
uncertainties, and thus, varying the size of these contributions, likewise altered the values of
the signal yields returned from the fits. The magnitude of these effects was taken into account
in a similar manner as for the sources above, where alternate branching fraction correction
weights were sampled from Gaussian distributions centered around the nominal branching
fractions with the given uncertainties as the widths of the distributions. For each individual
background B — X, fvy, and B — X lv, decay mode, 200 alternate weights were sampled
in this way and toy fits were performed, with the magnitude of the total systematic uncer-
tainty for each mode, oy Br, given as ogs Br = SDsig, Br/Nsig- Systematic uncertainties
associated with varying the branching fractions of the signal components (B(B® — 7= (*1,)
for reconstructed B® — 7= ¢y, and B(BT — 7% *y,) for reconstructed BT — 7%*1,) were
not determined as these were the quantities measured in the analysis.

B — X, v, and B — X /v, Form Factors

Another source of systematic uncertainty for the analysis arose from the uncertainties on
the form factors of the various B — X, fv, and B — X {1, modes responsible for the rel-
ative shapes of these contributions. As described in Section 4.1.3, the form factors for the
B — ply,, Bt — wlty,, Bt - nl*v,, Bt - n'l*v,, B — Dfv, and B — D*{v, decays were
reweighted using the eFFORT software package [72] by updating the values of the parameters
used to parameterise the form factors in the MC generation of each mode. Each updated
parameter was associated with a particular uncertainty. The B — 7wfv, form factors were
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not reweighted due to already possessing up-to-date parameter values, but these parameters
likewise possessed associated uncertainties.

To estimate the systematic uncertainties due to the B — X, {1, and B — X .lv, form
factors, the effect on the signal yields returned from the M2, fits was similarly evaluated
by modifying the shapes of the various B — X, fv, and B — X v, decays through varying
the form factor parameters within uncertainties. For each decay mode, alternative form
factor weights were determined by recalculating the form factors with each parameter mod-
ified one-by-one by adding the given uncertainty, termed the up-variation, and subtracting
the uncertainty, termed the down-variation, resulting in a number of modified form factor
weights for each B — X, fv, and B — X .f; mode equal to twice the number of parameters
used in the MC decay model. In practice, this corresponded to a total of 8 varied weights
for B — D{lv, (from 4 BGL parameters [77]), 12 varied weights for B — D*{v, (from 6 BGL
parameters [78]), 38 varied weights for B — plv, and BT — wl* vy, (from 19 BCL parame-
ters [73]), 4 varied weights for BT — nl*v, and Bt — /¢y, (from 2 DM parameters [75]),
and 16 varied weights for B — mly, (from 8 BCL parameters [73]). Unlike the systematic
uncertainties due to the B — mfy, branching fractions, which were the target measurement
for the analysis, the shape uncertainties due to the B — 7wfy, form factors were considered
as a source of systematic uncertainty:.

For each varied form factor weight, MC toys were likewise generated and new M2,
fits were performed. In this case, rather than computing the standard deviation of the
resultant signal yields, given the lower number of toys, the maximum variation in the signal
yields observed with respect to the nominal yield was taken as a conservative estimate of
the uncertainty. The total systematic uncertainties for each decay mode, ogys, rr, were thus
evaluated as ogys rr = Max(|Nsg, r,i — Nsig|)/Nsig, Where Ngo pr; refers to the signal yields

returned from the M2, . fits for each varied form factor weight 7.

miss

Continuum Normalisation

As mentioned in Section 5.2, unlike the FEI calibration study, the continuum MC was unable
to be rescaled to the prediction from off-resonance data for the B — w/lv, analysis due to
limited statistics. With only a handful of off-resonance events remaining in the relatively
small 42.3 fb~! sample after the application of all analysis selections, no valid prediction was
able to be made. In order to accommodate for this lack of rescaling, a systematic uncertainty
related to the normalisation of the continuum MC background was introduced instead. It
was initially decided to assign a flat, conservative uncertainty of 50% on the size of the
continuum background as was done in the 2013 Belle analysis [32] that inspired the current
study. The systematic uncertainties on the resultant branching fractions would then have
been evaluated in a similar manner through toys, with each toy corresponding to a certain
normalisation of the continuum background contribution sampled from a Gaussian distribu-
tion centered around the nominal normalisation with a standard deviation of 50%.

However, during the peer review process, it was ultimately decided to utilise the available
off-resonance data sample to estimate the uncertainty on the continuum normalisation in-
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Figure 7.7: M2, distributions of 42.3 fb™! of off-resonance Belle IT data against continuum
MC in a continuum-enhanced sample, for reconstructed B® — 7~ e* v, decays in six ¢* bins.
Histograms for both continuum MC that has and has not been scaled to the off-resonance
prediction are plotted.

stead. Since too few events were present in this off-resonance sample post-selections to even
produce such a rough estimate, separate samples of the available off-resonance data and
continuum MC were produced with several analysis selections loosened in order to retain a
higher proportion of eTe™ — ¢q events. To produce these continuum-enhanced samples, the
Biag My, AE and cosTBTO selections listed in Section 5.7 were relaxed to M. > 5.23 GeV,
|AE| < 0.3 GeV and cosTBTO < 1.0 for both B® — 7 ("1, and B* — 7% "1, decays. In
addition, no continuum suppression BDT selection was applied to these samples.

Figures 7.7, 7.8, 7.10 and 7.11 display the M2, distributions of the off-resonance data
against continuum MC in the continuum-enhanced samples, with the 1 ab™! continuum
MC sample normalised to the data integrated luminosity, for reconstructed B° — 7~ e*u,,
B > 7 ptv,, BT — 7%ty and BT — 7°utv, decays in six ¢* bins, respectively. The
equivalent distributions over the full ¢? spectrum are provided in Figures 7.9 and 7.12. In an
identical manner to that described in Section 4.1.3, both the continuum MC distributions
that have and have not been re-scaled to the off-resonance prediction are included in the
plots for illustrative purposes, though the re-scaling was not applied as discussed for the
aforementioned reasons.
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Figure 7.8: M2, distributions of 42.3 fb™! of off-resonance Belle II data against continuum
MC in a continuum-enhanced sample, for reconstructed B® — 7~ u*v, decays in six ¢* bins.
Histograms for both continuum MC that has and has not been scaled to the off-resonance
prediction are plotted.

As can be observed, the number of off-resonance events surviving these loosened selec-
tions was still fairly minimal, particularly when splitting the M2,  distributions into ¢* bins,
though this number was substantial enough to at least roughly compare the event yields
in the off-resonance data and continuum MC samples. As a result, it was decided to use
the fractional difference between the number of off-resonance and continuum events in each
distribution to represent the total uncertainty on the continuum normalisation in lieu of
the conservative 50% estimate. This decision did rely, however, on the assumption that the
magnitude of the differences between the continuum MC and off-resonance data made using
the continuum-enhanced samples would also reflect the reality under the nominal analysis
selections. Given that the data-MC agreement in Figures 7.7 — 7.12 was observed to be quite

reasonable, this assumption was also taken to be relatively sound.

For each reconstructed B — wfv, mode, evaluated both for each individual ¢ bin and
over the full ¢ range, the fractional difference between the number of events in the off-
resonance data Nogres. and continuum MC N,z in the continuum-enhanced samples was
computed as [Ny — Nofires.|/Noftres.. The resultant values are summarised in Table 7.7.
For those entries in which the observed difference was < 1%, the values were rounded up
to a 1% minimum threshold. Gaussian distributions were subsequently defined for each
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Figure 7.9: M2, distributions of 42.3 fb™! of off-resonance Belle IT data against continuum
MC in a continuum-enhanced sample, for reconstructed B® — n~e*r, (left) and B' —
7 pty, (right) decays, over the full ¢* kinematic range. Histograms for both continuum MC

that has and has not been scaled to the off-resonance prediction are plotted.

case, centered around the nominal continuum normalisation with widths corresponding to
the given uncertainties, and 200 variations on the normalisation were sampled from these
Gaussian distributions for each case. In a similar manner as for the other sources, the
systematic uncertainties due to the continuum normalisation, o4y 4, Wwere determined from
the standard deviation of the signal yields resulting from M2, fits to these new toys, with
Osys, 7 = SDsig, g3/ Nsig- 1t should be noted that this systematic uncertainty only covered
effects due to the relative normalisation of the continuum MC background, and does not
provide any insight into potential additional sources of uncertainty due to the shape of this
component with respect to the off-resonance data. Due to limited statistics and the inability
to confidently make a similar assumption of equivalence between the shapes of the continuum
MC in the continuum-enhanced and nominal analysis samples, no such uncertainty was
included in the analysis. However, as stated prior, no significant discrepancies were observed
in the data-MC agreement in the continuum-enhanced samples to create any particular cause
of concern regarding these potential shape uncertainties.

Total Systematic Uncertainties

Tables 7.8, 7.9, 7.11 and 7.12 list the systematic uncertainties due to each of the above
sources as percentages of the measured partial and total branching fractions, for recon-
structed B® — 7 etv,, B® —» 7 uty,, Bt — nlety, and BT — n%utv, decays, respec-
tively. For ease of communication, several branching fraction and form factor uncertainties
have been combined into distinct categories by adding the uncertainties in quadrature, as-
suming all sources of systematic uncertainty to be completely independent from one another.
All B — ply,, non-resonant B — X, lv,, B — D{v, and B — D*{v, entries contain both
charged and neutral B-meson decay contributions, such as the B — pfiv, branching fraction
category which was formed from the combination of the BT — p°/*1, and B® — p~(*y,
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Figure 7.10: M2, distributions of 42.3 fb™! of off-resonance Belle IT data against continuum
MC in a continuum-enhanced sample, for reconstructed BT — n%e* v, decays in six ¢* bins.

Histograms for both continuum MC that has and has not been scaled to the off-resonance
prediction are plotted.

branching fraction uncertainties. The B — wlv, form factor category likewise contains con-
tributions from both Bt — 7%*y, and B® — 7= ¢*v,, though the corresponding branching
fraction uncertainties are limited to the single background BT — 7% ¥y, contribution for
reconstructed B® — 7~ ¢*v,, and vice versa. The D™ zmfy, branching fraction entries are
comprised of all resonant B — D**{v, contributions as described in Section 4.1.3, namely
those from B® — Dy (v, B* — D%y, B — D¢ (*v,, Bt — D%y, B — D [y,
B* — D%y, B° — Di (*vy, Bt — Di%%y, B — Drnlty, B* — Drnlty,
B® — D*rnl*v, and BT — D*rrl* v, decays. All uncertainties due to the branching frac-
tions of the B — X .lv, gap modes are likewise formed from the combination of the individ-
ual uncertainties of the B® — D~ nl*v,, B* — D°n(*v,, B® — D* nl*vy,, B* — D*'ni*y,,
Bt - D;K*(*y, and BT — D*~ K*{*v, decay contributions.

Tables 7.10 and 7.13 summarise the equivalent uncertainties obtained for the combined
lepton cases, B — 7 ¢Tv, and Bt — 7%*y,, respectively. To obtain the values listed in
these tables, the individual uncertainties from the electron and muon channels were com-
bined with all correlations taken into account. The lepton identification systematic uncer-
tainties were considered to be completely independent between the two channels given the
distinct correction factors determined for the two lepton flavours, and these were there-
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Figure 7.11: M2, distributions of 42.3 fb™! of off-resonance Belle IT data against continuum
MC in a continuum-enhanced sample, for reconstructed B* — 7°u*v, decays in six ¢* bins.
Histograms for both continuum MC that has and has not been scaled to the off-resonance

prediction are plotted.

fore combined in quadrature and halved to produce the resultant systematic uncertainty
for the combined lepton case. All other systematic uncertainties were taken to be com-
pletely correlated between the two lepton channels, with the systematic uncertainties on the
branching fractions averaged over the two lepton flavours, oy ¢/u, computed as oy ¢/ =
\/ agy& ot agy& u T2 X Ogys 0 X Osys, /2, where oy o and ogys, ,, are the systematic uncertain-
ties corresponding to the electron and muon channels, respectively.

For each reconstructed B — 7flr, mode, the total systematic uncertainties were sub-
sequently computed by combining all of the individual sources in quadrature, once again
assuming complete independence between each source. The respective total systematic un-
certainties are also listed in Tables 7.8 — 7.13. The uncertainties due to the FEI calibration
and, in the B* — 7% %1, case, the 7° reconstruction efficiency, form the dominant contribu-
tions to the total systematic uncertainties. To compare the magnitude of the total systematic
and statistical uncertainties on the measured branching fractions derived from real data, the
statistical uncertainties as measured in the previous section are also included in the given
tables, together with the total uncertainties formed from the combination of the systematic
and statistical uncertainties in quadrature. It is clear that at the current data integrated lu-
minosity, the statistical uncertainties dominate over the systematic uncertainties in all cases.

204



Belle Il Preliminary [cdt=42.3fb! Belle Il Preliminary [cdt=42.3fb!

40 | em q.? scaled to OR B*—»n"e*ue 60 - qqiscaledtc OR B*—)ﬂ”[.l*vu
44 unscaled to OR 44 unscaled to OR
35 ) - w24 MC stat. unc 5
L x*/ndf: 11.088/14 <, # Off-resonance data Xx%/ndf: 29.512/14
= 30k p-value: 0.679 =50r p-value: 0.009
> >
() v
O 25F O 40f
=4 Y
S 20f S 30 {
2 5t 7 i
= v U ) £20 | | +
g 10f By e 9 i b
g | , 2 o
ccdecs
s f
0 ke 0
olg >° ¢+ 25
¢ | f Jgasf ool +
T ook } L4t I+ | + } + + + 1
gl & U | t ] 0.0 1 }
HRS (8 1 1 t !
= 25 n s s s s s s = n s s s s s
210 -05 0.0 0.5 1.0 15 2.0 2.5 3.0 -1.0 -0.5 0.0 0.5 1.0 15 2.0 2.5 3.0
2 2704 2 2704
MZ.ss [GeV2/ct] MZiss [GeV2/c?]

Figure 7.12: M2, distributions of 42.3 fb™! of off-resonance Belle IT data against continuum
MC in a continuum-enhanced sample, for reconstructed Bt — 7letv, (left) and BT —
muty, (right) decays, over the full ¢* kinematic range. Histograms for both continuum MC
that has and has not been scaled to the off-resonance prediction are plotted.

Decay mode ’thj - Noff—res.’/Noff-res. (%)
@ | @] as | aa| g5 | gs | full ¢* range
BY >rm ety | 1| 4 [20]19 |54 |33 16
B’ — 7T7,u+l/u 18123 137|111 1 1
Bt >0ty | 7 [ 45|14 |40 | 46 | 29 23
Bt — 7TO,U,+V# 6 |16 |16 |31 | 17| 25 12

Table 7.7: Percentage difference between the total number of off-resonance data and nor-
malised continuum MC events in continuum-enhanced samples.

This behaviour is particularly enhanced when considering the branching fractions derived
from the individual lepton channels as opposed to the combined lepton cases, with the former
evaluated using roughly half the statistics of the latter.

Following the detailed discussion on the measured branching fractions and their uncer-
tainties above, the remainder of the current chapter will demonstrate the extraction of the
final and most significant result of the given analysis, the magnitude of the CKM-matrix
element |V,|, using the distributions of the partial branching fractions obtained for the var-
ious B — mflr, modes.
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Source % of AB;(BY — n et )
T ‘ a2 ‘ a3 ‘ 44 ‘ ds ‘ ds ‘ full ¢* range

fro 2.52

Ngp 1.55

Tracking 0.48
Sig. recon. eff. ¢; 193 | 1.84 | 1.78 | 1.83 | 2.02 | 2.55 0.80
FEI calibration 3.98 | 412 | 445 | 492 | 5.24 | 5.26 4.55
Lepton ID 045 | 0.54 | 1.62 | 0.39 | 2.35 | 5.88 1.05
Pion ID 0.55 | 0.46 | 0.42 | 0.39 | 0.37 | 0.21 0.40
plv, BF 0.17 | 0.47 | 0.73 | 1.47 | 2.01 | 2.46 0.87
wlvy, BF 0.00 | 0.00 | 0.01 | 0.00 | 0.03 | 0.05 0.00
nlv, BF 0.00 | 0.00 | 0.00 | 0.02 | 0.01 | 0.06 0.00
n'lv, BF 0.00 | 0.00 | 0.02 | 0.00 | 0.02 | 0.05 0.00
7%, BF 0.00 | 0.00 | 0.01 | 0.00 | 0.03 | 0.06 0.01
Non-res. X, vy, BF | 0.49 | 0.76 | 0.70 | 0.79 | 0.55 | 0.43 0.64
Dty, BF 0.05 | 0.05 | 0.25 | 0.25 | 0.34 | 0.20 0.22
D*lv, BF 0.00 | 0.03 | 0.15 | 0.32 | 0.62 | 0.51 0.22
D@ iy, BF 0.01 | 0.08 | 0.11 | 0.11 | 0.18 | 0.23 0.07
X vy gap BF 0.00 | 0.11 | 0.23 | 0.21 | 0.19 | 0.08 0.11
plvy, FF 0.22 | 0.20 | 0.03 | 0.02 | 0.14 | 0.13 0.03
wlyy FF 0.16 | 0.14 | 0.01 | 0.00 | 0.04 | 0.07 0.01
nlvy FF 0.16 | 0.14 | 0.01 | 0.00 | 0.05 | 0.04 0.01
n'lvy FF 0.16 | 0.14 | 0.02 | 0.00 | 0.04 | 0.01 0.01
mlv, FF 0.22 | 0.20 | 0.01 | 0.00 | 0.05 | 0.10 0.02
Dly, FF 0.24 | 0.22 | 0.04 | 0.06 | 0.05 | 0.07 0.01
D*lyy FF 022 | 0.19 | 0.09 | 0.15 | 0.20 | 0.14 0.09
qq norm. 0.00 | 0.10 | 0.44 | 0.30 | 8.97 | 0.67 0.51
Total sys. 544 | 556 | 6.01 | 6.32 | 11.47 | 9.21 5.76
Stat. 25.00 | 30.00 | 28.57 | 26.92 | 42.86 | 41.18 12.20
Total 25.6 | 30.5 | 29.2 | 27.7 | 444 | 422 13.5

Table 7.8: Sources of uncertainty and their percentages of the measured partial and total
branching fractions, for reconstructed B® — m~e*v, decays. The statistical and total uncer-

tainties listed are calculated with respect to the branching fractions derived from 362 fb—!
of Belle II data.
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Source % of AB(BY — n~pu'ty,)
T ‘ a2 ‘ a3 ‘ 44 ‘ ds ‘ ds ‘ full ¢* range

fro 2.52

Ngps 1.55

Tracking 0.48
Sig. recon. eff. ¢, | 2.10 [ 1.92 [ 1.86 | 1.91 | 2.11 | 2.60 0.84
FEI calibration 3.37 | 349 | 3.74 | 383 | 3.96 | 4.00 3.64
Lepton ID 1.78 | 0.80 | 1.54 | 0.73 | 1.22 | 3.09 3.65
Pion ID 0.56 | 0.46 | 0.33 | 0.33 | 0.24 | 0.16 0.36
plv, BF 021 | 034 | 0.59 | 1.11 | 1.42 | 1.87 0.64
wlv, BF 0.00 | 0.00 [ 0.00 | 0.01 | 0.01 | 0.00 0.01
nlv, BF 0.00 | 0.00 [ 0.00 | 0.03 | 0.01 | 0.02 0.00
n'lv; BF 0.00 | 0.00 [ 0.00 | 0.01 | 0.01 | 0.01 0.00
7%y, BF 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | 0.04 0.01
Non-res. X, /v, BF | 0.44 | 044 | 0.24 | 0.75 | 0.54 | 0.26 0.38
Dtv, BF 0.13 | 0.15 | 0.20 | 0.20 | 0.28 | 0.10 0.23
D*(v, BF 0.0l | 0.05 [ 0.11 | 0.26 | 0.48 | 0.39 0.24
D rrly, BF 0.13 | 0.03 | 0.12 | 0.09 | 0.10 | 0.32 0.05
X v, gap BF 0.00 | 0.09 [ 0.08 | 0.13 | 0.03 | 0.02 0.06
plv, FF 0.23 | 0.00 | 0.01 | 0.02 | 0.02 | 0.01 0.07
wly, FF 0.16 | 0.00 | 0.01 | 0.00 | 0.00 | 0.01 0.04
nly, FF 0.16 | 0.00 | 0.01 | 0.00 | 0.01 | 0.01 0.05
n'lv, FF 0.16 | 0.00 | 0.01 | 0.00 | 0.00 | 0.01 0.04
wly, FF 0.23 | 0.01 [ 0.01 | 0.00 | 0.00 | 0.01 0.06
Dlv, FF 0.51 | 0.02 [ 0.04 | 0.05 | 0.06 | 0.03 0.04
D*(v, FF 0.23 [ 0.03 [ 0.09 | 0.12 | 0.17 | 0.13 0.06
qG norm. 264 | 1.18 | 2.32 | 0.01 | 0.04 | 0.01 0.02
Total sys. 6.00 | 524 [ 5.90 | 547 | 5.77 | 6.72 6.08
Stat. 31.82 [ 26.92 | 28.57 | 27.27 | 55.56 | 80.00 14.15
Total 323 | 274 [ 29.2 | 27.8 | 55.9 | 80.3 15.4

Table 7.9: Sources of uncertainty and their percentages of the measured partial and total
branching fractions, for reconstructed B® — 7~ u*v, decays. The statistical and total uncer-
tainties listed are calculated with respect to the branching fractions derived from 362 fb—!
of Belle II data.
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Source % of AB;(BY — (")
T ‘ a2 ‘ a3 ‘ 44 ‘ ds ‘ ds ‘ full ¢* range

fro 2.52

Ngp 1.55

Tracking 0.48
Sig. recon. eff. ¢; 142 | 1.33 | 1.29 | 1.32 | 1.46 | 1.82 0.58
FEI calibration 3.68 | 3.81 | 4.10 | 4.38 | 4.60 | 4.63 4.09
Lepton ID 092 | 048 | 1.12 | 0.41 | 1.32 | 3.32 1.90
Pion ID 0.56 | 0.46 | 0.38 | 0.36 | 0.31 | 0.19 0.38
plv, BF 0.19 | 040 | 066 | 1.29 | 1.71 | 2.17 0.75
wlv, BF 0.00 | 0.00 | 0.01 | 0.01 | 0.02 | 0.03 0.00
nlv, BF 0.00 | 0.00 | 0.00 | 0.02 | 0.01 | 0.04 0.00
n'lv, BF 0.00 | 0.00 | 0.01 | 0.01 | 0.02 | 0.03 0.00
70y, BF 0.00 | 0.00 | 0.01 | 0.00 | 0.02 | 0.05 0.01
Non-res. X, /v, BF | 046 | 0.60 | 047 | 0.77 | 0.55 | 0.35 0.51
D/lv, BF 0.09 | 0.10 | 0.23 | 0.23 | 0.31 | 0.15 0.22
D*{v, BF 0.01 | 0.04 | 0.13 | 0.29 | 0.55 | 0.45 0.23
D®rrly, BF 0.07 | 0.05 | 0.11 | 0.10 | 0.14 | 0.28 0.06
X Ay, gap BF 0.00 | 0.10 | 0.16 | 0.17 | 0.11 | 0.05 0.09
plvy, FF 0.22 | 0.10 | 0.02 | 0.02 | 0.08 | 0.07 0.05
wlvy FF 0.16 | 0.07 | 0.01 | 0.00 | 0.02 | 0.04 0.03
nlv, FF 0.16 | 0.07 | 0.01 | 0.00 | 0.03 | 0.03 0.03
n'lvy FF 0.16 | 0.07 | 0.01 | 0.00 | 0.03 | 0.03 0.03
mlv, FF 0.22 | 0.11 | 0.01 | 0.00 | 0.03 | 0.05 0.04
Dlv, FF 0.38 | 0.12 | 0.04 | 0.05 | 0.05 | 0.05 0.02
D*lv, FF 0.22 | 0.11 | 0.09 | 0.14 | 0.19 | 0.14 0.08
qq norm. 1.32 | 0.64 | 1.38 | 0.16 | 4.51 | 0.34 0.26
Total sys. 5.29 | 5.17 | 5.61 | 5.71 | 7.62 | 7.07 9.99
Stat. 20.00 | 17.39 | 19.05 | 20.83 | 36.36 | 40.00 9.57
Total 20.7 | 181 | 199 | 21.6 | 37.1 | 40.6 11.1

Table 7.10: Sources of uncertainty and their percentages of the measured partial and total
branching fractions, for reconstructed B® — 7~ ¢, decays, where £ = e or . The statistical

and total uncertainties listed are calculated with respect to the branching fractions derived
from 362 fb~! of Belle II data.
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Source % of ABy(BT — et i)
T ‘ a2 ‘ &} ‘ 44 ‘ ds ‘ ds ‘ full ¢* range

fro 2.68

Ngg 1.55

Tracking 0.24
Sig. recon. eff. ¢; 1.83 | 1.68 | 1.68 | 1.81 | 2.00 | 1.90 0.74
FEI calibration 4.07 | 439 | 4.81 | 4.79 | 5.01 | 6.04 4.73
Lepton ID 0.95 | 042 | 299 | 0.57 | 0.66 | 148 0.75
70 efficiency 4.52 | 590 | 6.67 | 6.76 | 6.68 | 6.58 5.87
plv, BF 0.10 | 0.20 | 0.26 | 0.26 | 0.41 | 0.49 0.29
wlv, BF 0.01 | 0.05 | 0.14 | 0.13 | 0.25 | 0.65 0.14
nlv, BF 0.02 | 0.03 | 0.08 | 0.11 | 0.16 | 0.52 0.09
n'tv, BF 0.02 | 0.01 | 0.05 | 0.04 | 0.04| 0.05 0.01
v, BF 0.00 | 0.00 | 0.04 | 0.07 | 0.25| 2.52 0.32
Non-res. X, /v, BF | 0.67 | 1.74 | 1.83 | 2.19 | 2.35 | 2.37 1.92
D/lv, BF 0.13 | 0.14 | 0.17 | 0.11 | 0.15| 0.14 0.09
D*{v, BF 0.03 | 0.05 | 0.25 | 0.34 | 0.56 | 0.65 0.42
D®rrly, BF 0.04 | 047 | 021 | 0.20 [ 0.29 | 0.34 0.16
X v, gap BF 0.00 | 0.08 | 0.20 | 0.15 | 0.25 | 0.19 0.12
plvy, FF 0.00 | 0.01 | 0.10 | 0.03 | 0.02 | 0.01 0.10
wlyy FF 0.00 | 0.00 | 0.13 | 0.01 | 0.15| 0.05 0.06
nlv, FF 0.01 | 0.01 | 0.01 | 0.06 | 0.00| 0.50 0.03
nlv, FF 0.00 | 0.01 | 0.12 | 0.02 | 0.00 | 0.12 0.07
mlv, FF 0.00 | 0.01 | 0.14 | 0.04 | 0.06 | 0.20 0.10
D/lv, FF 0.10 | 0.07 | 0.03 | 0.05 | 0.05 | 0.04 0.09
D*{v, FF 0.02 | 0.05 | 0.20 | 0.22 | 0.37| 0.34 0.10
qq norm. 0.05 | 2.01 | 0.54 | 0.70 | 3.02 | 1.05 0.84
Total sys. 7.17 | 861 | 9.65 | 9.36 | 9.97 | 10.50 8.51
Stat. 31.67 | 23.13 | 27.27 | 25.00 — 35.80 13.55
Total 32.5 | 247 | 289 | 26.7 — 37.3 16.0

Table 7.11: Sources of uncertainty and their percentages of the measured partial and total
branching fractions, for reconstructed B™ — 7e* v, decays. The statistical and total uncer-
tainties listed are calculated with respect to the branching fractions derived from 362 fb—!

of Belle II data.
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Source % of ABy»(BT — n°utv,)
T ‘ a2 ‘ a3 ‘ 44 ‘ ds ‘ ds ‘ full ¢* range

fro 2.68

Ngp 1.55

Tracking 0.24
Sig. recon. eff. ¢; 2.30 | 1.91 1.81 1.89 | 2.04 | 1.99 0.81
FEI calibration 435 | 4.19 | 433 | 4.86 | 4.58 | 5.39 4.50
Lepton ID 0.89 | 0.86 | 0.85 | 1.81 | 2.04 | 5.62 1.46
70 efficiency 4.65 | 597 | 6.60 | 6.92 | 7.16 | 7.21 6.24
plv, BF 007 | 024 | 022 | 0.24 | 0.33 | 0.44 0.28
wlv, BF 0.01 | 0.03 | 0.08 | 0.16 | 0.20 | 0.28 0.12
nlv, BF 0.03 | 0.03 | 0.06 | 0.09 | 0.18 | 0.45 0.10
n'lv, BF 0.00 | 0.01 | 0.01 | 0.03 | 0.09 | 0.09 0.00
7 {v, BF 0.00 | 0.00 | 0.01 | 0.08 | 0.33 | 2.39 0.36
Non-res. X, /v, BF | 0.34 | 1.31 128 | 1.75 | 1.74 | 1.91 1.53
Dlv, BF 0.35 | 0.19 | 0.19 | 0.11 | 0.18 | 0.19 0.12
D*{v, BF 0.02 | 0.12 | 0.28 | 045 | 040 | 0.72 0.48
D rrly, BF 0.06 | 0.06 | 0.12 | 0.19 | 0.35 | 0.31 0.07
X Ay, gap BF 0.00 | 0.37 | 0.17 | 0.25 | 0.31 | 0.40 0.26
plvy, FF 0.32 | 0.05 | 0.00 | 0.08 | 0.06 | 0.58 0.16
wlvy FF 0.25 | 0.03 | 0.00 | 0.07 | 0.13 | 0.36 0.12
nlv, FF 0.25 | 0.02 | 0.00 | 0.03 | 0.12 | 1.00 0.04
n'lvy FF 0.23 | 0.04 | 0.00 | 0.06 | 0.03 | 0.45 0.11
mlv, FF 0.32 | 0.05 | 0.00 | 0.08 | 0.08 | 0.61 0.16
Dlv, FF 0.52 | 0.11 | 0.05 | 0.05 | 0.07 | 0.63 0.13
D*lv, FF 031 | 0.03 | 0.16 | 0.19 | 0.19 | 0.89 0.14
qq norm. 0.69 | 047 | 1.34 | 3.86 | 0.99 | 3.34 1.27
Total sys. 7.60 | 833 | 892 |10.32 | 9.75 | 12.30 8.73
Stat. 87.72 | 33.04 | 33.33 | 30.47 | 42.86 | 35.80 15.68
Total 88.1 | 34.1 | 34.5 | 32.2 | 44.0 | 37.9 17.9

Table 7.12: Sources of uncertainty and their percentages of the measured partial and total
branching fractions, for reconstructed Bt — 7°u* v, decays. The statistical and total uncer-

tainties listed are calculated with respect to the branching fractions derived from 362 fb—!
of Belle II data.
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Source % of AB; (BT — n°0T 1)
T ‘ a2 ‘ a3 ‘ 44 ‘ ds ‘ ds ‘ full ¢* range

fro 2.68

Ngp 1.55

Tracking 0.24
Sig. recon. eff. ¢; 143 | 1.26 | 1.23 | 1.31 | 143 | 1.37 0.54
FEI calibration 421 | 429 | 457 | 483 | 480 | 5.71 4.61
Lepton ID 0.65 | 048 | 1.55 | 0.95 | 1.07 | 2.91 0.82
70 efficiency 459 | 594 | 6.64 | 6.84 | 6.92 | 6.90 6.06
plv, BF 0.09 | 0.22 | 0.24 | 0.25 | 0.37 | 0.46 0.28
wlv, BF 0.01 | 0.04 | 0.11 | 0.15 | 0.23 | 0.47 0.13
nlv, BF 0.02 | 0.03 | 0.07 | 0.10 | 0.17 | 0.49 0.09
n'lv, BF 0.01 | 0.01 | 0.03 | 0.03 | 0.07 | 0.07 0.01
7 {v, BF 0.00 | 0.00 | 0.03 | 0.08 | 0.29 | 2.46 0.34
Non-res. X, /v, BF | 0.51 | 1.53 | 1.56 | 1.97 | 2.05 | 2.14 1.72
D/lv, BF 0.24 | 0.17 | 0.18 | 0.11 | 0.17 | 0.17 0.10
D*{v, BF 0.02 | 0.08 | 0.27 | 0.40 | 0.48 | 0.69 0.45
D rrly, BF 0.05 [ 0.26 | 0.17 | 0.19 | 0.32 | 0.33 0.11
X Ay, gap BF 0.00 | 0.23 | 0.19 | 0.20 | 0.28 | 0.30 0.19
plvy, FF 0.16 | 0.03 | 0.05 | 0.05 | 0.04 | 0.30 0.13
wlvy FF 0.13 | 0.02 | 0.07 | 0.04 | 0.14 | 0.21 0.09
nlv, FF 0.13 | 0.02 | 0.01 | 0.05 | 0.06 | 0.75 0.03
n'lvy FF 0.11 | 0.03 | 0.06 | 0.04 | 0.02 | 0.29 0.09
mlv, FF 0.16 | 0.03 | 0.07 | 0.06 | 0.07 | 0.40 0.13
Dlv, FF 0.31 | 0.09 | 0.04 | 0.05 | 0.06 | 0.34 0.11
D*lv, FF 0.17 | 0.04 | 0.18 | 0.21 | 0.28 | 0.62 0.12
qq norm. 0.37 | 1.24 | 0.94 | 2.28 | 2.01 | 2.20 1.06
Total sys. 7.18 | 832 | 9.06 | 9.58 | 9.63 | 10.88 8.56
Stat. 30.21 | 18.62 | 21.90 | 19.18 | 58.97 | 23.53 10.05
Total 31.1 | 204 | 23.7 | 21.4 | 59.8 | 25.9 13.2

Table 7.13: Sources of uncertainty and their percentages of the measured partial and total
branching fractions, for reconstructed B* — 7%¢*1, decays, where £ = e or . The statistical

and total uncertainties listed are calculated with respect to the branching fractions derived
from 362 fb~! of Belle II data.
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7.2 |V Extraction

In the introduction to the semi-leptonic B — mfv, decay given in Section 1.2.3, the differential
decay rate as a function of ¢®> was defined as the probability of the decay occurring per
unit time. The determination of this quantity is dependent on both |V;;| and the vector
form factor f,(q?), with the relevant formula given in Section 1.2.3 reproduced here for
convenience:

ar - G2
@~ 2agl Vel 1 @) PIE:

Using this relation, a measurement of the B — 7w/y, differential decay rate can in turn be
used to extract a measurement of |V, given a suitable parameterisation of the form factor
f+(q%). The analysis presented in the previous sections detailed the extraction of the partial
branching fractions in bins of ¢2, which are directly related to but not exactly equivalent to
the differential decay rate. As defined in Section 1.2, the branching fraction of a particular
decay mode corresponds to the proportion of decaying particles that decay via the stated
mode, or, in other words, the ratio between the specified decay rate I' and the total decay
rate of all decaying particles I'y,;. In the context of B — wlv, decays, the total branching
fraction can thus be computed as B(B — mly;) = I'/T'iot, where I' refers to the B — wly,
decay rate, and Iy refers to the total B-meson decay rate, a quantity equal to the inverse
of the B-meson lifetime 75, T'yoy = 1/75. It directly follows that a transformation between
the B — mfy, branching fraction and the decay rate can be made through multiplying or
dividing by a factor of 'y, with this relation also holding true for the partial branching
fractions and differential decay rate as a function of ¢*:

dB(B — wly,)  dI’
dq? dg?

Using this relation and the formula for the B — m/lv, differential decay rate above, a set
of predicted partial branching fractions was simulated for the purpose of comparing these
with the measured results. As per the above formulae, both an initial value of |V,;,| and an
evaluation of the form factor f, (¢?) were required for the generation of these partial branch-
ing fractions. The world average measurement for exclusive |Vy;,| was used for the initial
value, |Vip| = (3.70 £ 0.10£0.12) x 1073, where the first uncertainty is experimental and the
second theoretical [20]. As described in Section 1.2.3, using a BCL parameterisation [34],
a determination of f,(q¢?) over the full ¢*> kinematic range can be computed using lattice
quantum chromodynamics (LQCD). In this analysis, two separate predictions for the partial
branching fractions were made using two leading LQCD results for the values of the BCL
parameters, the first by the Fermilab/MILC collaborations in 2015 [96], and the second from
the 2021 FLAG Review [97], which combined the Fermilab/MILC results with additional
constraints from the RBC/UKQCD [98] collaborations. In the Fermilab/MILC determina-
tion, the z-expansion given in Section 1.2.3 was performed to fourth order, resulting in a
total of eight BCL parameters [96]. A third-order z-expansion was performed for the FLAG
Review computation, with one parameter fixed via additional constraints, resulting in five
BCL parameters in total [97]. The values of each of these parameters are listed in Table
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7.14, together with the respective covariance matrices representing the magnitude of the
uncertainties on each parameter with all correlations taken into account. Each parameter in
the table is assigned the same name as quoted in the respective papers, with all b (Fermi-
lab/MILC) and a (FLAG) parameters of the same subscript and superscript being equivalent
(for example, b = ag). All partial branching fraction predictions were made, using these
parameters and the above formulae, via the private Python software package in Ref.[99].
Using the two sets of predictions for the partial branching fractions, the following section
will detail the extraction of |Vy| via a x? fitting procedure used to compare the measured
partial branching fractions with these theoretical predictions.

7.2.1 Fitting Strategy

A common statistical tool for comparing a set of observed results with a particular theoretical
model is the x? goodness-of-fit test. In such a test, given a specified number of categories n
for which the data can be sorted, the x? can be computed as [100]:

2 C (%‘—61‘)2
X =D
i=1 g

where x; and e; refer to the observed and expected values for each category i, respectively,
and o; refers to the uncertainty on the observed result for each category. In the context of the
given analysis, a x? can be constructed for the measured partial branching fractions against
a set of predicted partial branching fractions in each ¢ bin, with the six ¢ bins representing
six categories used in the computation. For a certain number of degrees of freedom (ndf)
equal to one less than the number of categories, the lower the value of x?/ndf, the better
the agreement between the observed and predicted results.

Whilst the y? test can simply be used to compare a set of observations with various
theoretical models as above, an added benefit of the y? test lies in its ability to estimate a
set of optimal parameters for a given theoretical model. In this implementation, using a set
of initial parameters to define the theoretical model used to describe the observed data, a x?
fit can be performed whereby these parameters can be modified until those values that result
in the smallest x? value are found. It is this method that was employed for the purpose of
extracting |Vyp| in this analysis, where the optimal values of |V,;,| and the BCL parameters
used to predict the partial branching fractions described in the previous section were found
through minimising the x? in the fit.

As was done for validation purposes throughout the analysis, the x? fits were first per-
formed using Asimov data, specifically the Asimov partial branching fractions listed in Tables
7.5 and 7.6, before extracting |V,;,| using the partial branching fractions measured from real
Belle II data. Individual x? fits were performed for each B — 7lv, decay mode studied
including both the single and combined lepton cases, namely using the partial branching
fractions measured from B° — 7~ efv,, B —» 7 ptv,, B® —» 7 (ty,, Bt — 7ty and
BT — 7%uty, and Bt — 70"y, decays, where { = e or u. Separate x? fits were performed
for the two sets of LQCD predictions, with the x? calculated as above between the mea-
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sured and predicted partial branching fractions. The uncertainties on the measured partial
branching fractions were incorporated into the x? calculation as covariance matrices to ensure
the correlations between the partial branching fractions in each ¢? bin were properly taken
into account. These covariance matrices were built in a similar manner to those described
for the FEI calibration systematic uncertainties in Section 7.1.3, by first defining statistical
and systematic covariance matrices which were then combined. The statistical uncertainties
were assumed to be completely independent between each ¢ bin, resulting in a diagonal
covariance matrix with diagonal entries equal to 02, ;, where j is the ¢* bin index. All
systematic uncertainties were taken to be completely correlated between ¢? bins, resulting in
a covariance matrix with entries of oy ; X 0gys  for bin indices j and k. The total covariance
matrices built from the sum of the individual statistical and systematic contributions are
given in Tables 7.15 and 7.16 for all reconstructed B® — 7= ¢*v, and B* — 7% "1, decays,
respectively, both those evaluated from Asimov and real Belle II data.

Fermilab/MILC 2015 [96]
o [ i D B} i 0 9 ]
0.41 + 0.02 -0.65 +0.16 -0.46 +£0.88 0.40 £1.30 0.51 £0.02 -1.77 £0.18 1.27 £ 0.81 4.20 £ 1.40
Covariance matrix (x102)
by b by by b9 b9 b9 b9
bg 0.02 0.11 0.21 0.2 0.01 0.09 0.35 0.45
bf— 0.11 2.57 10.66 13.83 0.15 2.35 11.07 15.66
b;— 0.21 10.66 77.83 113.03 0.93 13.42 67.79 97.94
b; 0.2 13.83 113.03 169.84 1.38 19.49 96.14 129.95
b8 0.01 0.15 0.93 1.38 0.05 0.18 0.64 0.58
b(l) 0.09 2.35 13.42 19.49 0.18 3.26 12.06 12.6
b9 0.35 11.07 67.79 96.14 0.64 12.06 65.94 95.03
bg 0.45 15.66 97.94 129.95 0.58 12.6 95.03 196.98
FLAG 2021 [97]
PBCL ay ay ay al ad
0.40 £ 0.01 -0.68 £ 0.13 -0.86 £ 0.61 0.49 £ 0.02 -1.61 £ 0.16
Covariance matrix (x10%)
ag af aj ad af
(18' 0.02 0.07 0.09 0.01 0.07
ai*' 0.07 1.7 5.88 0.08 1.87
a; 0.09 5.88 37.4 0.47 8.65
a8 0.01 0.08 0.47 0.04 0.08
a(l) 0.07 1.87 8.65 0.08 2.57

Table 7.14: Values of the BCL parameters according to the Fermilab/MILC 2015 [96] and
2021 FLAG Review [97] determinations resulting from fourth and third order z-expansions,
respectively. The covariance matrices between the given parameters are also included.

Using a modified version of the same private Python software package mentioned above
[99], a Python interface to the Minuit tool [101] was utilised to perform the x* minimisation,
where the values of the input |V,;,| and BCL parameters used to simulate the expected partial
branching fractions were modified to produce the smallest possible x?, thereby fitting the
predicted partial branching fractions to the measured values. An additional constraint was
enforced during each fit, with the BCL parameters and their uncertainties given in Table
7.14 used to constrain the fitted parameters from exceeding the boundaries of the stated
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Asimov data Belle II data

BY - et (x10'2) BY — e, (x10'%)
¢’ bin | ¢ a2 as 44 ds ds ¢’ bin | ¢ a2 a3 44 ds ds
Q1 297 0.13 0.14 0.14 0.12 0.06 Q1 3.04 0.1 0.11 0.15 0.08 0.07
Qo 0.13 293 0.15 0.14 0.14 0.07 Qo 0.1 2.03 0.08 0.11 0.06 0.05
q3 0.14 0.15 3. 0.15 0.16 0.08 q3 0.11 0.08 2.38 0.12 0.08 0.07
q4 0.14 0.14 0.15 299 0.15 0.07 q4 0.15 0.11 0.12 298 0.1 0.08
qs 0.12 0.14 0.16 0.15 3.58  0.09 qs 0.08 0.06 0.08 0.1 2.5 0.06
6 0.06 0.07 0.08 0.07 0.09 1.26 6 0.07 0.05 0.07 0.08 0.06 1.28
Asimov data Belle II data
BY - 7 puty, (x10'?) BY - 7 pty, (x10'?)
¢“bin| ¢ @ @G @ g 6 | ¢bn| ¢ @ @ @ G G
Q1 437 0.13 0.16 0.12 0.11 0.06 Q1 3.59 0.11 0.1 0.09 0.04 0.01
Qo 0.13 3.17 0.14 0.11 0.1 0.05 Q2 0.11 284 0.1 0.1 0.04 0.02
qs 0.16 0.14 3.19 0.12 0.11 0.06 qs 0.1 0.1 237 0.09 0.04 0.01
4 0.12 0.11 0.12 287 0.1 0.05 4 0.09 0.1 0.09 243 0.04 0.01
s 0.11 0.1 0.11 0.1 288 0.05 s 0.04 0.04 0.04 0.04 154 0.01
6 0.06 0.05 0.06 0.05 0.05 1.07 s 0.01 0.02 0.01 0.01 0.01 0.5
Asimov data Belle II data
BY - = ("y, (x10'2) BY — = (Ty, (x10'%)
¢’ bin | ¢ q2 as 44 ds ds ¢’ bin | ¢ 42 a3 44 ds ds
Q1 1.85 0.12 0.13 0.12 0.13 0.06 qn 1.7 01 0.1 0.11 0.06 0.03
Qo 0.12 1.58 0.13 0.12 0.12  0.06 Qo 0.1 126 008 0.1 0.05 0.03
q3 0.13 0.13 1.61 0.13 0.14  0.06 q3 0.1 0.08 1.2 0.09 0.06 0.03
q4 0.12 0.12 0.13 1.51 0.12 0.06 q4 0.11 0.1 0.09 14 0.06 0.04
s 0.13 0.12 0.14 0.12 1.65 0.06 qs 0.06 0.05 0.06 0.06 1.03  0.02
6 0.06 0.06 0.06 0.06 0.06 0.58 6 0.03 0.03 0.03 0.04 0.02 043

Table 7.15: The total covariance matrices for each set of partial branching fractions derived
from B° — 7 ¢"v, decays reconstructed from 362 fb~! of Asimov and real Belle II data.

uncertainties. This constraint was implemented by defining an augmented x?2, built from
the sum of the nominal x* defined above and an additional constraint term xfqcp:

L 2
2 . (pﬁt, ¢ — PBCL, e)
XLQCcD = Z 2 5
-1 OBCL,¢

where pg; ¢ refers to the values of each BCL parameter ¢ floating within the fit, ppcr, ¢
refers to the nominal parameters as determined in the literature and given in Table 7.14,
ogcre refers to the respective uncertainties on the nominal parameters, implemented through
a covariance matrix taking the correlations between parameters into account, and L is the
total number of parameters. Prior to fitting, X%QCD = 0 as the initial fit parameters were
set to the nominal parameter values. However, as the given parameters were modified dur-
ing the fit, this term deviated from zero and applied a constraint on the x? minimisation.
By including this additional xfqcp value in the total x* to be minimised, X7, the fit was
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prohibited from returning a value of Y2, below the threshold corresponding to the case in
which the measured partial branching fractions exactly matched the theoretical predictions.

Asimov data

Belle II data

BT — nlety, (x10'%) BT — wletu, (x10'%)
“bin| ¢ @ @G @ g % | ¢bn| ¢ @ @ @ g s
¢ 1.27 0.09 0.09 0.09 0.08 0.03 ¢ 0.93 0.07 0.06 0.08 0. 0.03
Qo 0.09 099 0.1 01 0.1 0.03 Q2 0.0 096 0.09 0.12 0. 0.04
q3 0.09 0.1 091 0.1 0.09 0.04 q3 0.06 0.09 0.78 0.1 0. 0.04
qa 0.09 0.1 0.1 1.02 0.09 0.03 qa 0.08 0.12 0.1 1.07 O. 0.05
qs 0.08 0.1 0.09 0.09 1.34 0.03 qs 0. 0. 0. 0. 1.22 0.
s 0.03 0.03 0.04 0.03 0.03 0.22 s 0.03 0.04 0.04 0.05 O. 0.23
Asimov data Belle II data
Bt > n%utuy, (x1012%) BT - muty, (x10"2)
¢’ bin | ¢ q2 a3 q4 ds ds ¢’ bin | ¢ q2 a3 44 ds ds
Q1 258 0.1 0.09 0.1 0.09 0.04 Q1 1.54 0.03 0.02 0.03 0.02 0.01
q2 0.1 125 01 0.1 0.09 0.04 q2 0.03 097 0.05 0.07 0.05 0.03
qs3 0.09 0.1 097 0.1 0.09 0.04 qs3 0.02 0.05 0.65 0.07 0.04 0.03
Q4 0.r 01 01 117 0.1 0.04 q4 0.03 0.07 0.07 1.07 0.06 0.05
qs 0.09 0.09 0.09 0.1 1.12 0.04 qs 0.02 0.05 0.04 0.06 0.85 0.03
Qs 0.04 0.04 0.04 0.04 0.04 0.22 s 0.01 0.03 0.03 0.05 0.03 0.23
Asimov data Belle II data
BT — 7Ty, (x10'%) BT — 7Ty, (x10'%)
“bin| ¢ @ @G @ g g | ¢bn| ¢ @ @ @ g G
¢ 0.89 0.09 0.09 0.09 0.08 0.03 ¢ 0.57 0.05 0.04 0.06 0.02 0.02
Qo 0.09 059 0.1 0.1 0.09 0.03 Qo 0.05 0.54 0.07r 0.1 0.03 0.04
q3 0.09 0.1 051 0.1 0.09 0.03 q3 0.04 0.07 0.39 0.08 0.02 0.03
Q4 0.09 0.1 0.1 0.59 0.09 0.04 qa 0.06 0.1 0.08 0.6 0.03 0.05
qs 0.08 0.09 0.09 0.09 0.65 0.03 qs 0.02 0.03 0.02 0.03 0.33 0.01
Qs 0.03 0.03 0.03 0.04 0.03 0.11 s 0.02 0.04 0.03 0.05 0.01 0.12

Table 7.16: The total covariance matrices for each set of partial branching fractions derived
from Bt — 7% "y, decays reconstructed from 362 fb=*

Whilst the individual y? fits performed to each B — 7fv, decay mode were informative,
the real statistical power lay in performing a simultaneous y? fit to both sets of partial
branching fraction distributions, dB(B° — 7 (Tv,)/d¢* and dB(BT — 7%%v,)/dq>.
combining both sets of partial branching fractions in a single measurement of |Vy;|, a higher
precision could be obtained. To perform the simultaneous fit, the x? values determined
for each set of measured partial branching fractions as well as the LQCD constraint were

combined together to form the total fit x* to be minimised, x2,:
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where z; o and z; g+ are the measured B — 7~ ¢ty and Bt — 7%y, partial branching
fractions, respectively, e; po and e; g+ are the respective predicted partial branching fractions,
and o; po and o; g+ are the respective uncertainties on the measured values.

The output returned from each y? fit consisted of the post-fit values of each BCL pa-
rameter and, most importantly, |Vy|, that corresponded to the minimum x? found by the
fitting algorithm. Both the experimental uncertainties comprised of the statistical and sys-
tematic uncertainties on the measured partial branching fractions as well as the theoretical
uncertainties on the LQCD parameters were taken into account by the fitting algorithm and
contributed to the total uncertainties assigned to the post-fit parameters. As a goodness-of-
fit indication, the post-fit ¥ was also able to be accessed directly. All fit results together
with a detailed discussion of the findings are included in the following section.

7.2.2 Results

All results pertaining to the x? fits performed to the partial branching fraction distributions
measured from Asimov data are summarised in Figures 7.13 — 7.18. In each figure, both
the pre- and post-fit distributions of the measured partial branching fractions (data points)
against the predicted distributions built from the LQCD parameters (red histograms) are
included. An additional post-fit plot is also included for each case, likewise illustrating the
measured partial branching fractions against the LQCD predictions, but with these repre-
sented as a central red curve surrounded by the 1o, 20 and 3¢ uncertainty bands derived
from the uncertainties on the post-fit parameters. Figures 7.13 and 7.14 depict the rele-
vant plots for the individual y? fits performed to the Asimov distributions corresponding to
reconstructed B® — 7w etv,, B —» 7 pty, and all B — 7 (", decays, for the LQCD
predictions from Fermilab/MILC [96] and the FLAG Review [97], respectively. The equiv-
alent distributions for all reconstructed B — 7%*v, decays are included in Figures 7.15
and 7.16. Finally, the post-fit distributions of the Asimov partial branching fractions of
B® - 7= (*y, and Bt — 7%* 1, decays resulting from the simultaneous 2 fit to both sets
of results are given in Figures 7.17 and 7.18 for the Fermilab/MILC [96] and FLAG Review
LQCD constraints, respectively. The values of |Vy;,| and the BCL parameters returned from
each fit are summarised in Tables 7.17 and 7.18, respectively, together with the post-fit x?
divided by the corresponding number of degrees of freedom.

It is evident that in each case, the pre-fit agreement between the Asimov data and the
LQCD predicted partial branching fractions was quite poor, with this improving signifi-
cantly post-fit. As noted in Table 7.14, several BCL parameters possessed relatively large
theoretical uncertainties, allowing the predicted partial branching fractions to fluctuate by
a fair amount during the fit even under the imposed LQCD constraints. This behaviour was
further reflected in the observed variation in the post-fit BCL parameters with respect to
the nominal pre-fit values, though the effect of the LQCD constraints in the fits was also
clear, with these values remaining consistent within uncertainties. For each case, the post-
fit distributions illustrating the 1-30 uncertainty bands on the post-fit predictions largely
depicted the central values of the measured partial branching fractions falling within the 1o
uncertainty band, with respective uncertainties extending to the 20 and 3¢ bands given the

217



large uncertainties consistent with the limited statistics of the Asimov data sample. The
reasonable post-fit agreement observed for Asimov data in each plot was similarly reflected
in the magnitude of the minimised y? returned from each fit, with small x?/ndf values listed
in Table 7.17 consistent with p-values > 88% for the Fermilab/MILC determinations, and
> 67% for the FLAG Review results.
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Figure 7.13: Partial branching fractions as a function of ¢? derived from B° — w ey,
(top), B® — 7 u*v, (middle) and all B® — 7 ¢*v, (bottom) decays, where ¢ = e or p,
reconstructed from 362 fb™! of Asimov data against predictions from lattice QCD using
Fermilab/MILC 2015 constraints [96]. Each distribution is shown pre-fit (left), with post-fit
projections overlaid (middle), and with post-fit projections showing the 1-30 uncertainty
bands (right), for individual x? fits performed to the partial branching fraction distributions
of each decay mode.

All resultant |V, values extracted from each x? fit to Asimov data shown in Table 7.17
were consistent with the world average value [20]. It can also be observed that in all cases,
the central values extracted from the fits using the FLAG LQCD predictions were larger than
those extracted using the Fermilab/MILC predictions. In addition, those central values ex-
tracted from the individual fits to the Asimov partial branching fractions of B* — %%,
modes were typically found to be lower than those extracted from B — 7~ ¢*1, modes.
The most significant results, those |V,| values extracted from the simultaneous x? fits to
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Figure 7.14: Partial branching fractions as a function of ¢? derived from B° — w ey,
(top), B® — 7 p*v, (middle) and all B — 7 ¢*v, (bottom) decays, where { = e or
i, reconstructed from 362 fb~! of Asimov data against predictions from lattice QCD using
FLAG 2021 constraints [97]. Each distribution is shown pre-fit (left), with post-fit projections
overlaid (middle), and with post-fit projections showing the 1-3¢ uncertainty bands (right),
for individual x? fits performed to the partial branching fraction distributions of each decay
mode.

both sets of Asimov partial branching fractions, were clearly superior in their precision when
compared with the fits to the individual modes as expected. Utilising the combined statistics
of both the B® — 7 ¢*v, and BT — 7%, samples, the total uncertainty on |Vy,| mea-
sured from Asimov data was ~ 7%. With the |V,;| values extracted from the fits to Asimov
data agreeing with the world average and demonstrating a reasonable goodness-of-fit as per
the post-fit x?/ndf results for each set of LQCD constraints imposed during the fits, the y?
fitting procedure was thus validated for use on real Belle II data.

The partial branching fraction distributions corresponding to Belle II data are included
in Figures 7.19 — 7.24, mirroring the structure of the respective Asimov plots, with Figures
7.19(7.21) and 7.20(7.22) representing the individual x? fits for all B — 7= ¢Ty,(BT —
7%0*v,) decays to the Fermilab/MILC and FLAG LQCD predictions, respectively. The
equivalent plots for the simultaneous x? fits to both the B® — 7= ¢*y, and B* — 7% "y,
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Figure 7.15: Partial branching fractions as a function of ¢ derived from BT — nl*1,

(top), Bt — 7°u*v, (middle) and all BY — 7%*v, (bottom) decays, where ¢ = e or p,
reconstructed from 362 fb~! of Asimov data against predictions from lattice QCD using
Fermilab/MILC 2015 constraints [96]. Each distribution is shown pre-fit (left), with post-fit
projections overlaid (middle), and with post-fit projections showing the 1-30 uncertainty
bands (right), for individual x? fits performed to the partial branching fraction distributions
of each decay mode.

partial branching fraction distributions are included in Figures 7.23 and 7.24, with all post-fit
V| and x?/ndf values listed in Table 7.17, and all post-fit BCL parameters listed in Table
7.19.

The agreement between the measured and predicted partial branching fractions similarly
improved post-fit for real data overall, though the post-fit agreement was unsurprisingly
poorer than that observed for the fits to Asimov data. The measured partial branching
fractions exhibited a higher degree of variation with respect to the predictions, with central
values occasionally falling within the 20 and 30 uncertainty bands on the post-fit predicted
distributions, both for the Fermilab/MILC and FLAG LQCD determinations. The post-fit
BCL parameters also deviated further from the pre-fit values than for the equivalent Asimov
data results, though these still lay within the scope of the LQCD constraints. Given the
greater fluctuation in the measured partial branching fractions in real data with respect to
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Figure 7.16: Partial branching fractions as a function of ¢ derived from BT — nl*1,

(top), Bt — 7°u*v, (middle) and all B* — 7%*v, (bottom) decays, where { = e or
i, reconstructed from 362 fb~! of Asimov data against predictions from lattice QCD using
FLAG 2021 constraints [97]. Each distribution is shown pre-fit (left), with post-fit projections
overlaid (middle), and with post-fit projections showing the 1-3¢ uncertainty bands (right),
for individual x? fits performed to the partial branching fraction distributions of each decay
mode.

the LQCD predictions, the post-fit x?/ndf values were fairly larger than the equivalent Asi-
mov values, further reinforcing the difference in the fit quality. Quantitatively, these values
corresponded to p-values of > 11% for the Fermilab/MILC LQCD predictions, and > 7%
for the FLAG predictions.

In considering the values of |V, extracted from the x? fits to real data, it can be clearly
observed that the phenomenon of the low measured branching fractions was similarly mani-
fested in the given results, with many of the values extracted proving inconsistent with the
world average result within uncertainties. The |V,,| values extracted from the combined
x? fits to the B® — 7= ¢*v, and BT — 7% "y, partial branching fraction distributions, the
flagship results corresponding to the highest precision possible in the given analysis, were
found to lie below the world average result with a total deviation of ~ 2.1¢ for both the
Fermilab/MILC and FLAG determinations. At the given data integrated luminosity, these
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Figure 7.17: Partial branching fractions as a function of ¢* derived from B — 7= {*y,
(top) and BT — 7", (bottom) decays, where ¢ = e or u, reconstructed from 362 fb=! of
Asimov data against predictions from lattice QCD using Fermilab/MILC 2015 constraints
[96]. Each distribution is shown pre-fit (left), with post-fit projections overlaid (middle), and
with post-fit projections showing the 1-3¢ uncertainty bands (right), for a simultaneous x>
fit performed to both sets of partial branching fractions.

|Vap| measurements corresponded to a precision of ~ 8% and ~ 7%, respectively. Despite
the differences in the fit quality and magnitude of the extracted |V,;| values, the real data
results reflected similar trends as those observed for Asimov data, with the FLAG predictions
resulting in larger central values of |V,p,| compared with those from Fermilab/MILC alone.

With the determination of |V,,| from the measured partial branching fraction distribu-
tions, the final and most significant measurement presented in this report, the analysis on
the semi-leptonic B — wlv, decay is concluded. After summarising the methodology and
findings detailed throughout this study, the following chapter will offer some concluding
remarks on the significance of the given results and the future outlook of the analysis.
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Figure 7.18: Partial branching fractions as a function of ¢? derived from B° — 7 (T,
(top) and BT — 7%*1, (bottom) decays, where £ = e or p, reconstructed from 362 fb~*
of Asimov data against predictions from lattice QCD using FLAG 2021 constraints [97].
Each distribution is shown pre-fit (left), with post-fit projections overlaid (middle), and
with post-fit projections showing the 1-30 uncertainty bands (right), for a simultaneous x>
fit performed to both sets of partial branching fractions.
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Asimov data Belle II data

Decay mode Fitted |V ‘ Fit x?/ndf Fitted |V ‘ Fit x?/ndf

Fermilab/MILC 2015 [96]

3.88 £ 0.43) x1073 0.28/5
B - 7 pty, 3.85 + 0.41) x1073 0.27/5 2.86 + 0.34) x1073 4.55/5

+ 3.54 £ 0.43
+

BT — Y%t 3.66 £ 0.43) x1073 0.97/5 3.36 £ 0.44) x1073 6.77/5
J’_

BY - et x1073 1.92/5

Bt — 1%ty x1073 | 1.70/5 | (3.22 £ 0.34) x1073 | 8.92/5
Combined fit x1073 | 2.26/11 | (3.17 + 0.25) x1073 | 12.67/11

3.61 + 0.35

( ( )
( ( )
( ( )
B* — wuty, (3.66 £ 0.43) x10~® | 1.03/5 | (3.58 £ 0.45) x10~% | 1.22/5
( ( )
( ( )
(3.69 + 0.26 ( )

)
)
)
B® S n(*y, 383+ 0.33) x1073 | 041/5 | (3.16 + 0.30) x1073 | 3.57/5
)
)

FLAG 2021 [97]

3.97 + 0.40) x1073 0.99/5 3.65 4+ 0.40) x1073 2.96/5

3.94 +0.38) x107% | 1.10/5 | (3.02 + 0.31) x1073 |  6.72/5
Bt — %ty 3.79 + 0.40) x1073 | 2.24/5 | (3.49 + 0.40) x103 |  7.96/5

BY - ety,

0 -t
B —» 1 puty,

BY > 1 (ty, 388 + 0.31) x107% | 1.31/5 | (3.24 +0.28) x10~° | 5.33/5
Bt — 1%ty 3.69 + 0.33) x107% | 3.16/5 | (3.29 + 0.32) x103 |  9.92/5
Combined fit 372 + 0.25) x1073 | 3.31/11 | (3.21 + 0.23) x1073 | 13.94/11

( ) ( )
( ) ( )
( ) ( )
B* — wuty, (3.80 £ 0.40) x107% |  2.26/5 | (3.65 £ 0.43) x107% | 1.30/5
( ) ( )
( ) ( )
( ) ( )

World avg. (excl.) [20] (3.70 +£ 0.10 + 0.12) x107®

Table 7.17: Fitted |Vyp| values from x? fits to the partial branching fraction distributions
of B - 77 (T, and BT — 7% %y, decays reconstructed from 362 fb~! of Asimov and real
Belle II data. The y? returned from the fit divided by the number of degrees of freedom is
also listed. For comparison, the world average |V,| measurement is also included, where the
first uncertainty is experimental and the second theoretical.
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Figure 7.19: Partial branching fractions as a function of ¢? derived from B° — 7~ etu,
(top), B® — 7 u*v, (middle) and all B® — 7 ¢*v, (bottom) decays, where ¢ = e or p,
reconstructed from 362 fb~! of Belle II data against predictions from lattice QCD using
Fermilab/MILC 2015 constraints [96]. Each distribution is shown pre-fit (left), with post-fit
projections overlaid (middle), and with post-fit projections showing the 1-30 uncertainty
bands (right), for individual x? fits performed to the partial branching fraction distributions
of each decay mode.
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Figure 7.20: Partial branching fractions as a function of ¢? derived from B° — 7~ etu,
(top), B® — 7 p'v, (middle) and all B — 7 ¢*v, (bottom) decays, where { = e or
i, reconstructed from 362 fb~! of Belle II data against predictions from lattice QCD using
FLAG 2021 constraints [97]. Each distribution is shown pre-fit (left), with post-fit projections
overlaid (middle), and with post-fit projections showing the 1-30 uncertainty bands (right),
for individual x? fits performed to the partial branching fraction distributions of each decay
mode.
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Figure 7.21: Partial branching fractions as a function of ¢ derived from B* —
(top), Bt — 7%u*v, (middle) and all BY — 7%* v, (bottom) decays, where ¢ = e or p,
reconstructed from 362 fb™! of Belle II data against predictions from lattice QCD using
Fermilab/MILC 2015 constraints [96]. Each distribution is shown pre-fit (left), with post-fit
projections overlaid (middle), and with post-fit projections showing the 1-30 uncertainty
bands (right), for individual x? fits performed to the partial branching fraction distributions

of each decay mode.
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Figure 7.22: Partial branching fractions as a function of ¢ derived from Bt — n%*u,

(top), B* — 7°u"v, (middle) and all Bt — 7%*y, (bottom) decays, where { = e or
i, reconstructed from 362 fb~! of Belle II data against predictions from lattice QCD using
FLAG 2021 constraints [97]. Each distribution is shown pre-fit (left), with post-fit projections
overlaid (middle), and with post-fit projections showing the 1-30 uncertainty bands (right),
for individual x? fits performed to the partial branching fraction distributions of each decay
mode.
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Figure 7.23: Partial branching fractions as a function of ¢? derived from B° — 7 (T,
(top) and BT — 7%t v, (bottom) decays, where ¢ = e or yu, reconstructed from 362 fb=! of
Belle IT data against predictions from lattice QCD using Fermilab/MILC 2015 constraints
[96]. Each distribution is shown pre-fit (left), with post-fit projections overlaid (middle), and
with post-fit projections showing the 1-3¢ uncertainty bands (right), for a simultaneous >
fit performed to both sets of partial branching fractions.
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Figure 7.24: Partial branching fractions as a function of ¢* derived from B — 7= (*y,
(top) and BT — 7% "y, (bottom) decays, where ¢ = e or u, reconstructed from 362 fb™!
of Belle IT data against predictions from lattice QCD using FLAG 2021 constraints [97].
Each distribution is shown pre-fit (left), with post-fit projections overlaid (middle), and
with post-fit projections showing the 1-3¢ uncertainty bands (right), for a simultaneous >
fit performed to both sets of partial branching fractions.
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Fermilab/MILC 2015 [96]

= T Bi By B 7 7 B B
Pre-fit 041 + 0.02 —0.65 +0.16 —0.46 + 0.88 0.40 + 1.30 0.51 + 0.02 —1.77 + 0.18 1.27 + 0.81 4.20 + 1.40
BY > netve | 041 £0.01 —0.60 + 0.09 024+ 034 070 +0.60 051+ 002 —1.72+0.10 1.49 +0.32 452 + 0.92
B - pty, | 0414001 060+ 0.09 -0.19+0.36 0.76+0.63 051 +002 -1.72+0.10 1.53+0.33 458 + 0.93
Bt — %ty | 041 +0.01 057 +0.09 -0.03+ 037 099+ 0.64 051 +002 -1.68+0.10 1.69+ 034 4.79 + 0.94
B* - nOu*y, | 041 +0.01 —0.56 + 0.09 —0.02+ 041 1.00 + 0.69 051 + 0.02 —1.68+0.10 1.69 + 0.37 4.80 + 0.96
BY > 7 (Fy, | 041 £ 001 059 £ 0.08 0.19 £ 029 0.75 + 0.54 051 £ 0.02 L1701 £ 0.09 1.54 + 0.27 4.59 £ 0.89
Bt - x%+y, | 041 +001 -0.55+0.08 -0.01+0.32 1.01+058 051 +002 -1.67+0.09 1.73+0.30 4.84+ 091
Combined fit | 0.41 +0.01 -0.56 + 0.07 ~0.13+0.26 0.80 + 0.50 0.51 +0.02 ~1.69 + 0.09 1.64 + 0.25 4.71 + 0.8
FLAG 2021 [97]
PBCL ag ay ay ag aj
Pre-fit 040 + 0.0 0.68 +0.13 0.86 + 0.61 0.49 + 0.02 1.61 + 0.16
BY S refue | 041 £ 0.01 058 + 0.07 039 + 0.35 0.50 £ 0.02 —1.48 £ 0.09
BY - r~ptuy, | 041 +001 —0.57 +0.08 -0.37 +0.36 050 + 0.02 —1.47 + 0.09
B+ - n%*u, | 041 +0.01 -0.54 +0.08 -0.23 +0.36 050 + 0.02 —1.43 + 0.09
Bt - nOuty, | 041 +£001 —0.54+0.08 -0.26+0.39 050 +0.02 —1.44 + 0.10
BY > (Fu, | 041 £ 001 056 £ 0.07 —0.30 = 0.31 0.50 + 0.02 —1.45 + 0.07
B+ - 0*y, | 041 +£001 051 +0.07 —-0.14 +0.33 050 + 0.02 —1.41 + 0.08
Combined fit | 0.41 +0.01 -0.52 + 0.06 —0.18 + 0.28 0.50 + 0.02 ~1.42 + 0.07
Table 7.18: Fitted BCL parameter values from x? fits to the partial branching fraction
distributions of B® — 7 ¢*y, and BT — 7% *u, decays reconstructed from 362 fb=! of
Asimov data. The pre-fit values are also listed for comparison.
Fermilab/MILC 2015 [96]
PBCL by by by by b9 b9 b9 b9
Pre-fit 041 + 0.02 —0.65+0.16 —0.46 + 0.88 0.40 + 1.30 0.51 + 002 —1.77 + 0.18 1.27 + 0.81 4.20 + 1.40
BY S efve | 041 £ 001 —0.60 £ 0.09 -0.13 037 087 + 0.64 051 +002 —1.71 +0.10 1.56 = 0.35 4.61 + 0.94
B -~ pty, | 041 +£0.01 —050+0.10 028+ 044 141 +0.72 052+ 002 -1.62+0.11 1.99 + 040 522 + 0.99
Bt - %ty | 0414001 0574009 -004+039 098+0.66 051+002 -1.69+0.10 1.67+0.36 4.77+0.95
Bt - a%uty, | 0414001 065+ 009 -051+041 032+069 0514002 -1.78+0.10 1.24+0.37 4.15 + 0.96
BY > (Fy, | 041 + 001 054 £ 0.09 009 + 0.33 1.14 + 059 051 + 0.02 —-1.66 = 0.10 1.8 + 0.31 4.96 + 0.92
Bt - x%+y, | 0414001 058 +0.09 -0.11+0.33 088+0.60 051 +002 -1.70+0.10 1.61+ 031 4.69 + 0.92
Combined fit | 0.41 + 0.0 -0.55 + 0.08 -0.01 +0.28 0.99 +0.53 0.51 £ 0.02 -1.67 + 0.09 1.73 +0.27 4.86 + 0.89
FLAG 2021 [97]
PBCL aar a;r a;r ag a(l)
Pre-fit 040 + 0.0 0.68+0.13 0.86 + 0.61 0.49 + 0.02 1.61 + 0.16
BY > 7—etv, | 041 + 001 057 +0.08 —0.34+ 037 050+ 0.02 147 + 0.09
B® - npty, | 041 4+ 001 —049 + 0.08 -0.00 + 040 0.50 + 0.02 —1.37 + 0.10
B+ - m0*uy, | 041 +0.01 —0.55+0.08 -0.24 +0.37 050 + 0.02 —1.44 + 0.09
Bt - nOuty, | 041 +£001 -0.64+0.08 -0.68+040 049 +0.02 -1.56 + 0.10
BY S €Fy, | 041 £ 001 050 £ 0.07 —0.05 + 0.34 050 + 0.02 -1.39 + 0.08
Bt - %+, | 041 +001 —055+0.07 —024+034 050+ 002 -1.44 + 0.08
Combined fit | 0.41 + 0.01 -0.50 + 0.06 —0.07 + 0.29 0.50 + 0.02 —1.39 + 0.07

Table 7.19:

Fitted BCL parameter values from x? fits to the partial branching fraction
distributions of B® — 7= ¢*v, and BT — 7% *1, decays reconstructed from 362 fb~! of real
Belle II data. The pre-fit values are also listed for comparison.
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Chapter 8

Conclusions and Outlook

Semi-leptonic B-meson decays provide a unique opportunity to test several core elements of
the Standard Model (SM) of particle physics. As prime examples of flavour-changing quark
transitions mediated by the weak force, these decays have proven invaluable in measuring the
magnitudes of the Cabibbo-Kobayashi-Maskawa (CKM)-matrix elements characterising the
strength of these interactions. With the magnitude of several matrix elements such as |V,
and |Vip| already known to a high degree of precision given the frequency of their respec-
tive quark transitions, the element with the smallest magnitude, |V,|, currently possesses
the largest relative uncertainty based on recent measurements [20]. The current precision
of |Vip| constitutes a significant uncertainty in the global fits designed to test the unitarity
of the CKM-matrix, a cornerstone feature of the SM, where any violation of this unitarity
would constitute direct evidence for physics Beyond the Standard Model (BSM). Improv-
ing the precision on measurements of |Vy;,| is thus highly sought after within the particle
physics community, with semi-leptonic B-meson decays involving the b — u quark transition
forming the preferred method for such extractions. In particular, the B — nwlv, decay is
considered the golden mode for |V,p| determinations due to the simplicity of its theoreti-
cal description, with the decay to the scalar pion characterised by a decay rate dependent
on a single analytical form factor to describe the interference effects of the strong interaction.

With the B — 7ly, decay being somewhat rare, corresponding to world average branch-
ing fractions of (1.50 £ 0.06) x 10~ and (7.80 £ 0.27) x 1075 for the two B-meson flavours
[20], recent measurements of |Vy,| have been limited both by experimental sample size as
well as the precision on current theoretical determinations of the form factor derived from
lattice quantum chromodynamics (LQCD). The Belle II experiment, a B-factory designed
to produce and detect the decay products of billions of pairs of B-mesons, aims to address
the first of these limitations with a target goal of recording a total integrated luminosity
of 50 ab™! by the completion of the experiment, a data-set of the order of 50 billion B-
meson pairs. In achieving these targets, Belle IT would collect over 50 times the data of both
its predecessor, Belle, and the BaBar B-factory experiment of the same generation. With
advances in LQCD techniques similarly expected to increase with time, improving the theo-
retical precision, Belle IT stands to produce |Vyp,| measurements at world-leading precision as
the experiment progresses. At present, Belle II has collected a preliminary analysis sample
equivalent to an integrated luminosity of 362 fb™!, or (387 & 6) x10% B-meson pairs.
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As described in Chapter 3, several methods exist for the reconstruction of B — 7/ly, de-
cays at B-factory experiments such as Belle II, with these grouped into two main categories,
namely tagged and untagged analyses. Differentiated by their treatment of the second, non-
signal B-meson in the full Y(4S) — BB event, both methods reconstruct the signal B-meson
decay with varying degrees of purity and efficiency. In an untagged analysis, only the signal
B-meson is explicitly reconstructed, resulting in a high efficiency of reconstruction at the
cost of significant background levels that must be mitigated through the careful application
of multiple event selections. In a tagged reconstruction, however, the second B-meson in
the event, the By,g, is reconstructed alongside the signal B-meson in one of many hadronic
or semi-leptonic decay modes, significantly improving the purity of the sample at the loss of
those signal events in which no By, could be reconstructed. With the large projected data-
set of Belle II, highly pure tagged analyses of rare decays such as B — 7wfr, have become
inherently more desirable due to the increased statistics countering the lower efficiency of
such methods. When considering the semi-leptonic B — nfv, decay in particular, hadronic
tagged methods are especially powerful as the four-momentum of the only missing particle
in the event, the signal-side neutrino, can be explicitly determined via four-momentum con-
servation.

All tagging at Belle II is conducted using the Full-Event-Interpretation (FEI) [13], a
state-of-the-art machine learning algorithm where hadronic or semi-leptonic B-meson tags
are reconstructed hierarchically from detector information. The algorithm is trained us-
ing simulated data, or Monte Carlo (MC), with a set of multi-variate classifiers trained
at each step of the B-meson decay chain to distinguish between correctly and incorrectly
reconstructed particles. The final classifier output resulting from the training, the Bi,g
SignalProbability, can then be used to select a single By, candidate per event with the
highest likelihood of being correctly reconstructed. With simulated data only ever able to
imitate the underlying physics of nature according to the imperfect collective understanding
available at any one time, discrepancies between MC and data are unavoidable and necessi-
tate that tools such as the FEI must be calibrated before applying them to real data. Within
the scope of the analysis detailed in this thesis, an illustrative study of a potential method
for calibrating the hadronic FEI was demonstrated, whereby a signal B-meson decay with
a large branching fraction, the semi-leptonic B — X /v, decay, was reconstructed alongside
a hadronic Bi,g built using the FEI. In reconstructing this decay from both samples of sim-
ulated and real Belle II data, the ratio between the number of signal events remaining in
each sample was able to be determined, with this value representing a calibration factor with
which the MC in independent hadronic tagged analyses could be rescaled to account for the
data-MC discrepancy.

In considering each of the above points, the major analysis presented throughout this
report aimed at extracting a measurement of |V,,| using a hadronic tagged analysis of the
semi-leptonic B — wly, decay. After an in-depth selection optimisation procedure designed
to reject the various backgrounds present after reconstruction, the distribution of the square
of the missing mass in the full T(4S) — Btangig event was used to extract the number of sig-
nal events in data. Given the kinematically motivated signal peak at M2. = = 0 corresponding
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to the lone missing neutrino in the event, clear discrimination between signal and background
events was possible in the reconstruction of both B® — 7= ¢*1, and B* — 7%* v, decays.
In each case, the signal yields were estimated through a process of fitting the observed data
to a set of signal and background template probability density functions (pdfs) built from
simulation, by establishing those yields for which the likelihood of the given pdfs resulting in
the observed data was a maximum. For the purpose of later extracting |Vy,| from the distri-
butions of the partial branching fractions in six bins of the square of the momentum transfer
to the leptonic system, ¢?, the signal yields in each ¢? bin were determined via individual fits
to the M2, . distributions restricted within these ¢? ranges. At the current data integrated
luminosity, a total of six ¢ bins were defined, the maximum number possible whilst retaining
sufficient statistics in each bin. After unfolding the measured signal yields to account for ¢*
resolution effects, the partial branching fractions were determined and summed to extract
the total branching fractions for each decay, with secondary measurements for these total
branching fractions also computed from the signal yields returned from M2, fits evaluated
over the full ¢? kinematic range.

The distributions of the partial branching fractions as a function of ¢?> were ultimately
used to extract measurements of |Vyp| via a second set of fits in which the value of |Vyy| cor-
responding to the smallest y? defined between the measured and predicted partial branching
fractions was determined. Two sets of predictions for the partial branching fraction distri-
butions were derived using the form factor determinations provided by the Fermilab/MILC
collaborations in 2015 [96] and the 2021 FLAG Review [97], each using a BCL parameteri-
sation for the f, (¢*) form factor [34]. Whilst the size of the available data sample was both
far below the stated long-term target and sufficiently small that the resultant |Vy;,| deter-
mination was not expected to be competitive with respect to other recent measurements,
there was still significant merit to be gained in performing the analysis on this preliminary
data-set. Not only was the given analysis a direct test of the chosen procedure, including the
effectiveness of the FEI at tagging rare semi-leptonic b — u decays, but it represented the
first tagged measurement of |V,,| produced by Belle I1, in turn demonstrating the capability
of the experiment to the broader scientific community. In the following sections, a number of
conclusions reached during the undertaking of the analysis will be expanded upon in detail.

8.1 Conclusions

8.1.1 Calibrating the FEI

Prior to the founding of the official FEI task force within the Belle IT collaboration, a private
calibration of the hadronic FEI was performed using the semi-leptonic B — X /v, decays
as the chosen signal modes, with the various details pertaining to the event selections, re-
construction, and signal extraction strategy provided in Chapter 4. Calibration factors were
determined from the ratio of signal events in data and MC post-selections, the former deter-
mined via fits to the center-of-mass (CMS) momentum of the signal lepton. In practice, the
B — Xev, and B — Xpuv, modes were reconstructed separately, with calibration factors
determined for each mode together with an average factor. Despite the application of the in-
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dependent electron and muon identification correction weights to the respective samples, the
calibration factors measured from the muon channels, B — X~ u*v, and Bt — X'y,
were significantly lower than the equivalent factors determined via the electron channels,
B® - X~efy, and Bt — X"y, with these values being inconsistent within uncertain-
ties. Whilst the exact source of these inconsistencies was unclear, several potential reasons
for the observed discrepancies were put forward as a result of the differences in which the
electron and muon modes were treated throughout the analysis. As one major example, the
momentum of the reconstructed electrons, the very variable used for the signal extraction,
was corrected to account for bremsstrahlung radiation, a treatment not performed for the
reconstructed muons. In addition, the number of continuum background events remain-
ing post-selections was significantly higher for the muon channels. The relative size of the
continuum background had a direct influence on the signal extraction, as not only was the
continuum designated as an independent background component in the fits, but a direct
constraint was applied to this component based on predictions made using off-resonance
data. In the possibility that the discrimination between the various fit components was not
sufficiently clear, a difference in the background levels between both channels could manifest
as a discrepancy in the resultant calibration factors. To investigate these discrepancies fur-
ther, future studies could evaluate any potential differences between the calibration factors
obtained using a different variable for the signal extraction, one with well-established shape
differences between the signal and background components and one that is not directly de-
pendent on reweighting factors such as the bremsstrahlung corrections. In addition, with
the collection of more data, higher off-resonance data statistics will allow for a deeper un-
derstanding of the continuum background and more precise constraints.

Ultimately, official hadronic FEI calibration factors produced by the FEI task force were
used to correct the MC in the subsequent B — wlv, analysis, as per Belle II recommen-
dations. These factors, determined from a weighted average of two independent calibration
studies using signal-side decays of B — X /{1, and B — D)7, constituted a more tailored
approach in which several Bi,, decay channels were calibrated individually. As secondary
measurements, both studies also quoted global calibration factors averaged over all tagging
modes, analogous to those determined in the presented analysis. Several inconsistencies were
observed in comparing the global factors resulting from the given analysis and the official cal-
ibration, with the current study measuring larger factors overall, implying a better data-MC
agreement post-fit. Whilst utilising the same signal decay for the extraction, the B — X /v,
analyses described in Chapter 4 and those used in the official calibration possessed a number
of key differences in the event selections and signal extraction variables, making a direct com-
parison impossible. Nevertheless, under ideal circumstances, independent analyses should be
expected to produce consistent results. In reality, however, some tension exists even between
the two sets of factors determined by the official studies, particularly in the calibration of the
charged Bi,, modes, where the global calibration factor computed using the B* — Dr*
signal mode for the reconstruction differed from those derived from the B¥ — X%%y, and
BT — X%y, channels by a value of ~ 50. Isolating a lone reason for this discrepancy
is not feasible given the vastly different analyses and their approaches, with deficiencies in
MC modelling, poor data-MC agreement in selection variables and statistical fluctuations
forming some of several possible explanations. In addition, the official B — X /v, study did

234



not observe any significant discrepancy between the electron and muon channels as opposed
to the analysis presented in this report. In addition to the checks proposed above, one point
of potential future investigation could focus on adapting the current analysis to better imi-
tate the official B — X /v, study in all aspects, in order to pinpoint any clear source of the
observed discrepancy.

8.1.2 Analysis Validation

A common tool used throughout the entirety of the B — 7/l1, analysis detailed in this thesis
was the use of mock data-sets generated from MC for the purpose of validating various as-
pects of the undertaken study. In following the collaboration guidelines outlined during the
peer-review process for the analysis, these data-sets, including both Asimov data and MC
toys, were used both to test the robustness and validity of certain analysis techniques such
as the fitting algorithms before applying them to real data, and to evaluate the expected
performance on this data post-unblinding. The maximum likelihood fitting technique used
to extract the signal yields from the M2, distributions was meticulously tested prior to
its application to real data. For those distributions evaluated in bins of ¢* as well as over
the full ¢* kinematic range, Asimov data-sets were generated directly from the MC expecta-
tion at the current data integrated luminosity. As the underlying truth information of the
MC could be directly accessed, it was found that fitting these distributions returned signal
and background yields that were strictly consistent with the expected yields derived from
counting the true numbers of respective events. With the results of these fits validating the
fitting algorithm for a single, ideal representation of the expected data-set, further validation
studies were performed using MC toys, each generated from Poisson fluctuations of the MC
expectation at the same integrated luminosity. Upon fitting the M2, distributions of the
order of 1000 toys for each respective ¢® range, the resultant signal yields were found to be
consistent in each case with a Gaussian distribution centered around a mean value that was
in turn consistent with the expected number of signal events. Such behaviour demonstrated
that, in considering a wide range of possible data-sets within the realm of the given MC
expectation, the fitting was robust, determining the true underlying signal yields to a high
degree of accuracy.

Asimov data was likewise instrumental in validating the chosen ¢? unfolding procedure
implemented in order to correct for ¢? resolution effects in which signal events were recon-
structed in a different ¢ bin to the underlying reality. By unfolding the fitted Asimov signal
yields in each of the six ¢? bins studied and accessing the corresponding truth information,
it was able to be directly verified that the unfolding was very successful, recovering the true
yields in every case. The unfolded Asimov signal yields were subsequently used to determine
a set of Asimov partial and total branching fractions for each reconstructed B — mfr, mode.
With the MC used to derive the Asimov data-set having been generated and reweighted to
match the world average measurements of the respective branching fractions, this served as
an additional test of the method of computing the B — wlv, branching fractions. Each
Asimov branching fraction measured was consistent with the world average measurements,
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lending confidence and validity to the given procedure.

Finally, the x? minimisation fitting procedure used for the extraction of |Vy,| from the
partial branching fraction distributions was similarly validated using Asimov data before
its application to real data. In fitting the Asimov partial branching fraction distributions
alongside both sets of constraints from LQCD, values consistent with the world average
measurement were likewise extracted. The goodness-of-fit measures for each fit, the values
of the post-fit x? divided by the number of degrees of freedom, were well within reasonable
limits. Thus, simulated Asimov and toy data-sets were utilised for the successful validation of
each aspect of the given analysis, each yielding positive results consistent with expectations.

8.1.3 Signal and Background Discrimination

In order to effectively isolate signal events in real data and extract estimates of the signal
yields, optimising the discrimination between signal and background events was a significant
component of the analysis. The event selections imposed during the reconstruction were cho-
sen specifically for the rejection of the various backgrounds whilst retaining as many signal
events as possible. A dedicated optimisation process was implemented for the tuning of the
event selections in Chapter 5, with the S/4/S + B metric used to find the optimal value of
each selection corresponding to the largest signal significance. As part of this process, a set
of boosted decision trees (BDTs) were trained to preferentially reject the sizeable continuum
backgrounds remaining after the application of the rest of the analysis selections. As judged
by the distributions of the resultant classifier outputs in Figures 5.26 — 5.29, this training was
especially effective, with a clear discrimination between continuum and other Y(4S) — BB
events observed across all cases.

In addition to the careful consideration of the event selections, the M2, variable used
for the signal extraction was similarly chosen for its high discriminating power. A mani-
festation of the unique advantage of the use of hadronic tagging in the reconstruction of
a semi-leptonic signal decay, signal events were expected to peak at a value of M2, = 0
due to the kinematic constraints of the lone missing neutrino, unlike background events
under no such constraints. In observing the relevant distributions in MC after all analysis
selections (Figures 5.30 — 5.37), the discrimination in M2, between signal events and the
various backgrounds was excellent. Clear signal peaks were observed for both B — 7=¢*,
and BT — 7% %y, decays, even in the latter case where the resultant peak was broader due
to the poorer resolution of reconstructing the neutral pion from its two photon daughters.
The invariant mass selection imposed on the 7° meson in Section 5.5.1 was also instrumen-
tal in constraining the width of this signal M2, peak for reconstructed B* — 7%*1, decays.

The clear discrimination between signal and background events was further reinforced
during a test performed in Section 6.5.1, in which the robustness of the fits to the M2,
distributions of reconstructed B® — 7~ ¢, decays was evaluated in the case of splitting the
background template into two components. For these decays in particular, the B — p=¢*y,
background, though small, was sizeable enough that a handful of events fell within the signal
region of —1.0 < M2. . < 1.0 GeV? for the distributions in each ¢? bin. In order to investigate
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whether any signal events were being wrongfully assigned as B — p~¢*v, background events
in real data, or vice versa, the BY — p~¢*y, background was isolated from the remaining
backgrounds and designated as a separate component in an additional set of maximum like-
lihood fits. The yields of the B — p~¢*1, backgrounds in each of these fits were then fixed
to the expectation derived from an independent Belle IT measurement of the B — p=¢*,
branching fraction. The fitted signal yields returned from these three-component fits were
found to not only be consistent with, but to barely shift from those yields returned from the
nominal two-component fits. A similar test was performed for reconstructed B* — 7%ty
decays, with the shift in the fitted yields found to be negligible. Thus, as fixing the size
of a dominant background within the signal region to its expected value had no significant
effect on the signal yields, it was clear that the fitting algorithm was able to distinguish well
between signal and background events, even within the signal-rich region of the distributions.

8.1.4 The ¢* Spectrum

For the given B — w/lv, analysis, the total branching fractions were determined from the
sum of the partial branching fractions extracted in each of six ¢ bins. In this way, the ¢?
dependence of the measurements could be taken into account, particularly when considering
the subsequent extraction of |V,| from the the partial branching fraction distributions. As a
general principle, when performing such determinations in distinct ¢? bins, resolution effects
arising from detector limitations should be corrected for via a ¢? unfolding procedure. In
order to determine the relative size and influence of the resolution effects on the analysis,
¢? bin migration matrices were constructed from MC (Figures 7.1 and 7.2), illustrating the
proportion of signal events reconstructed in each ¢ bin compared with the ¢ bins to which
the events actually belonged in the underlying MC truth. As only six ¢ bins were chosen
for the analysis at the current data integrated luminosity, the width of each bin was rela-
tively large. As a result, minimal bin migration was observed, with the vast majority of
events being reconstructed in the same ¢? bin as they belonged to in truth. Higher levels of
bin migration were observed for reconstructed B* — 7% "1, decays than for B® — 7= (T,
decays due to the reconstructed ¥ resolution, though the magnitude of the observed effect
was still acceptable.

After the subsequent unfolding of the ¢? spectrum using the event distribution given in
the migration matrices, it was found that the unfolded data signal yields were overwhelm-
ingly consistent within uncertainties with the raw yields returned from the M2, _ fits, a direct
consequence of the minimal bin migration and the large statistical uncertainties. Thus, it
was concluded that the ¢* unfolding at the current data integrated luminosity had no signifi-
cant impact on the analysis. At higher integrated luminosities with a finer granularity in ¢2,
the implementation of the ¢? unfolding would be expected to become especially important,
having a significantly higher impact on the resultant partial branching fractions.

As a secondary measurement and a cross-check, the total B® — 7= ¢*v, and B* — 7% "y,
branching fractions were also determined via M2, fits performed over the full ¢ kinematic
range. In each case, these branching fractions were found to be consistent with those deter-
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mined from the respective sums of the partial branching fractions, lending further confidence
to the given treatment of the ¢? dependency in the derivation of the partial branching frac-
tions.

8.1.5 Low Measured Branching Fractions and |V,

Upon unblinding the real Belle II data following the analysis validation, maximum likelihood
fits to the M2, distributions were performed and estimates of the data signal yields were
extracted, both for those distributions separated into bins of ¢? and those evaluated over
the full ¢ range. In each case, an expected signal yield was also derived from the number
of signal MC events remaining post-selections, reweighted by all relevant data-MC correc-
tions and normalised to the data integrated luminosity. In comparing the magnitude of the
fitted yields from data with the MC expectations, a general trend was observed whereby
the data yields fell below the expected yields in the majority of cases. In considering the
overall discrepancies averaged over ¢?, the signal yields returned from the fits over the full
q? range resulted in total statistical deviations of ~ 2.60 and ~ 2.40 for all reconstructed

B° — 7= (*y, and BT — 7% %y, decays, respectively.

Naturally, when using these signal yields post-unfolding to extract measurements of the
partial and total B — mwfv, branching fractions, these discrepancies were similarly manifested
in the final results. With overall consistency observed between the total branching fractions
evaluated from the sum of the partial branching fractions and those extracted from the
M2, fits performed over the full ¢? range, both the measurements of the branching fractions
B(B® — 7 (*y) and B(B* — 7 *1,) were found to be below the world average results [20].
These results are summarised in Table 8.1, with the main branching fraction and |Vy,| mea-
surements presented alongside the current world averages. A larger discrepancy was observed
for reconstructed B — 7 ¢t decays, B(B® — 7 (11y) = (1.14 £ 0.1144a¢ & 0.064y5) x 1074
(sum of partial branching fractions), consistent with a total deviation of ~ 2.70 below the
world average result, B(B* — 7 (*1,) = (1.50£0.06) x 10~*. For reconstructed B* — 70ty
decays, a total deviation of ~ 2.00 was observed between the sum of the measured partial
branching fractions, B(B* — 7%0*v,) = (6.15 £ 0.624 + 0.55) x 107°, and the world
average result, B(BT — 7%(T1,) = (7.80 £ 0.27) x 107>,

Whilst the observed discrepancies are not outside the realm of potential statistical fluc-
tuations, it is also possible that these were not the sole cause of the results obtained, partic-
ularly given the fact that these discrepancies were found across multiple ¢ bins for both the
charged and neutral pion channels. It is possible that the observed behaviour was related
to another yet unknown source of deficiency in the MC modelling or the analysis techniques
and tools. As mentioned in Section 8.1.3, an additional test was performed to investigate
whether the current fitting algorithm was capable of distinguishing well between signal and
background B° — p~¢*y, events, particularly in the signal region in which the size of the
latter component was not negligible. However, when modifying the fitting procedure to fix
the yield of the B® — p=¢T1v, component to its expectation, no significant change in the sig-
nal yields was observed, countering the hypothesis for which some proportion of true signal
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events in data may have been assigned as background events by the fit, returning lower signal
yields than expected. With the results of this test, together with the extensive fit validation
and the good post-fit data-MC agreement observed in the relevant M2, distributions, it

was concluded that the low measured branching fractions were likely not caused by any issue
related to the signal extraction procedure.

Measured value World average [20]

1.24 £ 01640 + 0.084y) x107*

1.05 + 0.154a; + 0.0645) x 107 (1.50 + 0.06) x10~4

( )
( )
(1.14 + 0114 + 0.064,) x 10~
(6.37 + 0.9145 & 0.564,5) x107°
( )

(6.15 + 0.624a¢ + 0.5555) X107

5.58 £ 0.935as + 0.52) x107° (7.80 + 0.27) x107°

Vo (3.17 % 0.25) x10~® (Fermilab/MILC 2015 [96]) | (3.70 + 0.10 + 0.12) x 103
(3.21 £ 0.23) x1073 (FLAG 2021 [97]) (Exclusive world. avg.)

Table 8.1: Summary of the main results of the given analysis measured using 362 fb~! of
Belle 1T data, compared with the current world average results. All branching fractions listed
refer to those derived from the sums of the partial branching fractions measured in six ¢
bins, and include both results from the individual and combined lepton channels, where
¢ = e or p. The quoted |Vy,| values refer to those derived from the simultaneous x? fits to
the B® — 7= ¢*y, and B* — 7%y, partial branching fraction distributions, for both sets
of LQCD constraints studied.

Given this conclusion, the only other component of the analysis with the potential to
really produce discrepancies of this magnitude was the FEI. Of the various MC weighting
factors affecting the computation of the signal reconstruction efficiencies used as input in the
branching fraction formulae, the hadronic FEI calibration factors were the most significant,
representing some of the largest deviations from unity. The FEI calibration also formed
a dominant source of systematic uncertainty for the analysis. The effects of any potential
deficiencies in the training of the FEI algorithm would in principle be carried through to
the FEI calibration and in turn, the present analysis. Previous Belle II measurements made
using the hadronic FEI, including the ratio R(X./,) = B(B — Xev,)/B(B — Xpuv,) [102]
and |V,| from BY — D*~ (T, decays [103], utilised the algorithm to tag semi-leptonic signal-
side decays consisting of largely B — X v, contributions. The analysis presented within
this thesis thus represented one of the first tests of the FEI in tagging a B — X, {1, signal
mode. One hypothesis formed in light of the low measured partial branching fractions was
that the current FEI training may not be appropriate for use in such an application for
several reasons. Firstly, the training was performed using the order of 200 million Y (4S)
— BB events. Given the rarity of the B — 7= ¢*v, and B* — 7n%*v, decays, with branch-
ing fractions of the order of 107*, it was possible that too few events were present in the
training sample to accurately represent the tagging of these B — X, /v, signal-side decays,
particularly compared with the abundance of B — X v, events. As an additional differ-
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ence between the current B — X, /v, and B — X v, analyses, the multiplicity, defined as
the number of daughter particle tracks, is substantially lower for B® — 7= ¢*y, (two) and
BT — 7%y, (one) decays when compared with the various B — X v, modes that typically
involve multiple charged pion and kaon tracks resulting from D and D* meson decays. One
point of potential future investigation could be the recreation of the present analysis using
a version of the FEI that has been trained on a B — X, /v, rich sample such as the hybrid
MC described in Section 5.1.1.

As an additional point, when considering the branching fractions measured independently
from the individual electron and muon channels, it was observed that for both the charged
and neutral pion modes, the central values of the branching fractions measured from the elec-
tron channels were higher than those measured from the muon channels. For reconstructed
B — 7= (v, decays, the B — 7~ p"y, branching fraction, B(B° — 7~ p*y,) = (1.05 +
0.156ta¢ + 0.064y5) x10~* was found to be slightly inconsistent with the B — 7~e* v, branch-
ing fraction within uncertainties, B(BY — 7 eTr,) = (1.24 £ 0.165¢ + 0.0845) x107% A
similar trend was observed for reconstructed Bt — 7%¢*1, decays, though the branching
fractions remained consistent within uncertainties in this case, where B(B* — n%"v,) =
(6.37 + 0.914a¢ & 0.5645) x107° and B(BT — 7°utv,) = (5.58 £ 0934t £+ 0.524s) x107°.
Though the magnitudes of the respective uncertainties were substantially larger in this case,
these observations mirrored the discrepancies observed between the calibration factors de-
termined for the hadronic FEI in Chapter 4. As described in Section 8.1.1, the calibration
factors derived using signal-side B — Xer, decays were larger than those derived from
B — Xpv, decays, implying a larger gap between the number of predicted and measured
B — Xpuv, events than observed for B — Xev,. Given that no such disagreement can be
seen between the branching fractions derived from the two lepton channels in Asimov data,
it is possible that the observed discrepancies in data are a result of the same underlying
cause as that responsible for the disagreement observed in the measured calibration factors.
However, statistical fluctuations cannot be discounted as the reason behind the differences
considering the relative size of the uncertainties on the branching fraction measurements.

Due to the discrepancies observed in the partial branching fractions with respect to the
MC expectation and the world averages, the values of |Vy,| extracted from the x? fits to these
distributions were likewise found to be lower than predicted, with the world average mea-
sured from exclusive decays corresponding to [Vyp| = (3.70 £0.10exp. + 0.12¢peo.) X 1073, The
values extracted from the individual y? fits to the partial branching fraction distributions of
the single lepton channels, with the exception of those measured from B® — 7~ pu*v, decays,
were consistent with the world average within the relatively large uncertainties. However, in
reducing the size of these uncertainties with the larger samples corresponding to the com-
bined lepton cases, the resultant values of |Vy;,| were no longer consistent with the world
average, with |Vp|(B® — 77 (T1,) = (3.16 £ 0.30) x1072 and |Vy,|(BT — 7% ty,) = (3.22
+ 0.34) x1073 for the Fermilab/MILC LQCD determinations, and |Vyp|(B® — 77 (T1,) =
(3.24 + 0.28) x1072 and |V,p,|(BT — 7% 1,) = (3.29 + 0.32) x1073 for the FLAG LQCD
determinations. As observed, the LQCD constraints taken from the 2021 FLAG Review
[97], which combined the Fermilab/MILC predictions [96] with additional constraints from
RBC/UKQCD [98], corresponded to measured central values that were closer to the stated
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world average. The values determined from the neutral pion mode were likewise in better
agreement with the world average than those from the charged pion mode, a direct conse-
quence of the larger deviation observed in the measured B° — 7~ ¢*v, branching fractions.

The primary measurements of |Vy;| extracted during the analysis, however, were those
that combined the partial branching fraction distributions of the reconstructed B® — 7= (T,
and BY — 7%y, decays in a simultaneous x? fit for maximum statistical power. Using this
fitting framework, the precision on |V,;| was able to be reduced to ~ 8% and ~ 7% for the
Fermilab/MILC and FLAG LQCD determinations, respectively, compared with the preci-
sion of the individual y? fits ranging between 9 — 13%. The values obtained from these fits
as listed in Table 8.1, |Vyp,| (Fermilab/MILC) = (3.17 £ 0.25) x107% and |V,,| (FLAG) =
(3.21 £ 0.23) x1073, were likewise found to be below the world average, each with a total
deviation of ~ 2.1¢. This discrepancy will be able to be investigated further with the collec-
tion of more data, resulting in smaller statistical uncertainties and a higher precision on the
measurement. Ultimately, global averages for |Vy,| are typically determined via fits to ex-
perimental data from multiple sources, and including various inputs such as those described
in Section 1.1.1.

8.2 Future Directions

In addition to the points of potential further investigation detailed in the previous sections,
a set of long-term goals and aspirations can be set for the analysis moving forward. With
the collection of more data and the opportunity and time to further develop analysis tech-
niques and methods, the future outlook for the hadronic tagged analysis of the semi-leptonic
B — 7wly, decay is both positive and highly anticipated. In the following sections, the esti-
mated future projections for the branching fraction and |V,;| measurements as well as ideas
for new techniques involving combined studies with B — pfv, will be discussed.

8.2.1 Projections for Higher Integrated Luminosities

The measurements of the B — 7/l1, branching fractions and the magnitude of the matrix
element |Vy,| presented throughout this report were determined using a preliminary subset
of Belle II data corresponding to an integrated luminosity of 362 fb~!. As stated in the
opening of this chapter, by the completion of the experiment, Belle II aims to record a total
of 50 ab™! of data, an amount over 130 times the size of the current data-set. Figure 8.1
depicts the expected targets for the peak luminosity and integrated luminosity of Belle II
over the course of the next decade, with the end of the experiment expected around the year
2035. With the running of the experiment expected to resume in early 2024 after the end of
the current shut-down period, Belle II is on track to exceed the size of the full Belle data-set
by roughly the end of 2026, with an integrated luminosity of greater than 1 ab™! expected
by the end of 2027. Another long shut-down is planned on the timescale of 2027-2028 to
work on machine improvements, as illustrated by the drop in the peak luminosity observed
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in Figure 8.1 just before the planned resumption of data-taking.
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Figure 8.1: Projections for the peak luminosity and integrated luminosity recorded by Belle
IT over the course of the experiment [104].

Using the uncertainties on the current measurements of the B — nfv, branching frac-
tions, rough projections can be made for the expected precision at various data integrated
luminosities including 1 ab™! and 50 ab~!. For simplicity, given that the statistical and
systematic uncertainties on the total branching fractions derived from the two independent
methods were largely equivalent, the total branching fractions determined from the M2,
fits evaluated over the full ¢? range will be used for the projections. The statistical precision,
or the statistical uncertainty quoted as a percentage of the measured branching fraction,
can be extrapolated to larger sample sizes by considering the relative size of the Poisson
error on the signal yields returned by the M2, fits. At a value of N times the size of the
current data-set, corresponding to signal yields a factor of N times larger than the nom-
inal yields, the size of the resultant statistical uncertainty can be estimated via Poisson
statistics as Ostat, proj. = VIV X Scurrent = VN % \/Seurrent, Where Seurrent Tefers to the signal
yields at the current data integrated luminosity, and thus \/Securent represents the Poisson
statistical uncertainty on these yields. Since the statistical uncertainties on the branching
fractions are directly proportional to the statistical uncertainties on the yields, it directly
follows that the expected statistical precision at a data-set N times the size of the current
sample can be determined by scaling the current statistical precision by a factor of 1/4/N. In
this way, using the statistical uncertainties quoted as percentages of the total B® — 7= (T,
and B — %"y, branching fractions in Tables 7.10 and 7.13, estimates for the statistical
precision at the integrated luminosity of 1 ab™! expected within the next few years can be
determined. Given that this integrated luminosity corresponds to a data-set 2.8 times the
size of the present sample, the statistical precision can be expected to improve from 9.6% to
5.8% for the B® — 7~ ¢*v, branching fraction, and from 10.1% to 6.1% for the B* — w%¢*y,

branching fraction on this timescale.

With regards to the systematic precision, similar projections can be made for higher
integrated luminosities, though their determination is not as straightforward as those made
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Integrated | Nx  cur- | Statistical | Systematic | Total preci-
luminosity | rent data- | precision precision sion (%)
(ab™1) set (%) (%)
BY — Ay
0.36 1.0 9.6 5.6 <~11.1
0.57 1.6 7.6 < 5.6 <~9.4
1.00 2.8 5.8 <5.6 <~8.0
1.33 3.7 5.0 < 5.6 <~T7.5
50.00 138 0.81 < 5.6 <~b5.6
Bt — 7T0€+I/g
0.36 1.0 10.1 8.6 <~13.2
0.57 1.6 8.0 < 8.6 <~11.7
1.00 2.8 6.1 < 8.6 <~10.5
1.33 3.7 5.3 < 8.6 <~10.1
50.00 138 0.86 < 8.6 <~8.6

Table 8.2: Projections of the statistical, systematic and total uncertainties quoted as per-
centages of the measured B® — 7= ¢*y, and B* — 7%y, branching fractions, for various
data integrated luminosities.

using the statistical uncertainties. In reality, the various sources of systematic uncertainty
contributing to the branching fraction calculations were the result of the uncertainties asso-
ciated with several quantities relevant to the analysis including multiple correction factors,
branching fractions and form factor parameters. The uncertainties on these quantities were
themselves comprised of both statistical and systematic contributions, the former expected
to scale with increasing sample size in a similar manner to described above, and the lat-
ter expected to remain at roughly the same magnitude in the absence of improvements to
analysis techniques, detector specifications or theoretical modelling. In order to derive a
conservative estimate for the systematic precision at 1 ab™!, the expected reduction in the
systematic uncertainties corresponding to the most dominant sources for the current analysis
were investigated. As mentioned in Section 7.1.3, these were identified as the FEI calibration
and the 7% reconstruction efficiency, with the latter only relevant to the B* — 7%ty case.
At the current data integrated luminosity, the statistical and systematic uncertainties for the
FEI calibration factors were found to be of the same order, with the systematic uncertainties
already overwhelming the statistical uncertainties for the 7 efficiency corrections. As these
respective systematic, irreducible uncertainties were expected in both cases to dominate over
the statistical uncertainties at 1 ab™!, the total systematic precision of the B® — 7= ¢*v, and
Bt — 7%*y, branching fractions measured at the current data integrated luminosity was
kept the same for the projections as a rough, conservative upper limit on the expected val-
ues. As quoted in Tables 7.10 and 7.13, these values corresponded to 5.6% and 8.6% for the
B® — 7= ¢*y, and Bt — 7%y, branching fractions, respectively. Combining the percentage
uncertainties of the statistical and systematic components in quadrature to derive the total
precision expected at 1 ab™!, values of 8.0% and 10.5% were obtained for B® — 7= ¢*v, and
Bt — 7% %y, respectively, compared with the precision obtained by the respective current
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results, 11.1% and 13.2%. The results of these projections are summarised in Table 8.2.

Given the projected size of the statistical and systematic uncertainties at 1 ab™!, it can
be seen that at this data integrated luminosity, the total uncertainty on the B® — 7= (T,
branching fraction is still expected to be dominated by the statistical uncertainty, whilst a
larger systematic component is expected for the projected B* — 7% "1, branching fraction.
For each case, using the same estimation procedure for the projected statistical precision
as above, the value of the data integrated luminosity for which the systematic uncertainty
is expected to become dominant can be directly evaluated. Such a point would roughly
occur at statistical uncertainties of ~ 5% and ~ 8% of the B® — 7= ¢*1, and B* — 7%y,
branching fractions, respectively, corresponding to samples with integrated luminosities of
1.33 ab~! and 570 fb~L.

Finally, projections for the full Belle II data-set can be made for the 50 ab~! of data ex-
pected by the completion of the experiment, a data-set equivalent to ~ 138 times the current
sample size. Scaling the statistical precision in the same way as described above, a dramatic
improvement can be anticipated at this integrated luminosity, with projected values of 0.81%
and 0.86% for the B — 7= ¢*1, and B* — %"y, branching fractions, respectively. As-
suming roughly the same systematic uncertainties as currently observed, projections for the
total percentage uncertainties on the respective branching fractions predict values of ~ 5.6%
and ~ 8.6% at most. However, it should be noted that in addition to the slight reduction
in the magnitude of the systematic uncertainties expected at higher integrated luminosities,
improvements to analysis techniques, detector components and theoretical determinations
over the course of the next decade will likely also contribute to reducing the size of the
current systematic uncertainties substantially. Thus, given the fact that the uncertainties on
the current B® — 7= ¢*v, and B* — 7% "1, branching fractions measured during this study
were limited by statistics, significant improvements to the precision of these measurements
can be anticipated with more data, with reductions of the order of ~ 28% and ~ 20%, re-
spectively, already expected by the collection of 1 ab™! of data. With the full projected Belle
IT data-set, these respective uncertainties have the potential to be reduced by the order of
~ 50% and ~ 35%.

With the improvements to the precision of the measured total, and by extension, partial,
branching fractions expected at higher data integrated luminosities, the total uncertainties
on future measurements of |Vy;,| are likewise expected to reduce in size. However, in addition
to the statistical and systematic uncertainties on the partial branching fractions, the extrac-
tion of |V is also highly dependent on the magnitude of the theoretical uncertainties on
the BCL parameters used in the determination of the f,(¢*) form factor. Whilst the |Vyy|
values extracted during the present analysis were largely statistically limited, at the inte-
grated luminosity thresholds for which statistical contributions no longer dominate the total
uncertainties, these theoretical uncertainties are expected to become the dominant compo-
nent of the total uncertainty on |Vp|. After reaching these thresholds, further increasing
the data sample size will no longer result in a significant reduction in the total uncertainty.
However, LQCD determinations are also expected to increase in precision with time as larger
scale simulations become increasingly more possible with the development of more powerful
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computing resources [28].
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Figure 8.2: Projections of the uncertainty on measurements of |Vyy,| extracted from exclusive
B — mly, decays, for various data integrated luminosities. Both projections for tagged
and untagged analyses are included, using several different predictions for the size of LQCD
uncertainties over a ten year period [28].

Figure 8.2 taken from Ref. [28] illustrates a projection based on Belle II MC for the
expected precision on |Vy,| as a function of the data integrated luminosity, with |Vi,| ex-
tracted solely from exclusive B — w/lv, decays. Both the projections for tagged and untagged
analyses are included, for various different assumptions on the magnitude of the theoretical
uncertainties derived from LQCD over the course of the next five to ten years. Whilst un-
tagged analyses are expected to correspond to the largest reduction in the |V,p| uncertainty
due to their higher reconstruction efficiencies, significant improvements to the precision of
tagged extractions can also be achieved at higher integrated luminosities. Tagged and un-
tagged determinations are ultimately complementary in nature given the trade-off between
efficiency and purity between the two methods, with tagged analyses typically resulting in a
much purer reconstruction. At 1 ab™!, using present-day LQCD constraints, a total preci-
sion of ~ 6% is predicted for the tagged B — w/lv, extraction, compared with the ~ 7 — 8%
achieved by the current analysis. Taking projected improvements to LQCD simulations over
the next decade into account, |Vy,| measurements extracted from hadronic tagged B — wlv,
decays reconstructed using the full expected Belle II data-set have the potential to report
uncertainties of the order of 1%. Thus, the preliminary data-set used for the branching
fraction and |V,;| determinations detailed throughout this study demonstrates a first in-
vestigation into the types of precise measurements capable by Belle 1I, with world-leading
results expected to emerge in the coming years.
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8.2.2 Combined Analyses

Whilst several semi-leptonic B — X, fv, decays exist, each involving a b — u quark transi-
tion, measurements of |Vy;,| from exclusive semi-leptonic decays have historically largely been
extracted solely from the B — 7flr, channel. This has long been the preferred choice for the
extraction from both an experimental and theoretical standpoint. The B — wly, decay is
both straightforward to reconstruct experimentally due to its low multiplicity, and benefits
from a relatively clean reconstruction whereby signal and background events can be discrim-
inated to a high degree as demonstrated by the present analysis. The B — 7w/l decay is
also theoretically the most simple B — X, fv, decay to model given the scalar nature of the
pion involved in the decay, with the differential decay rate dependent on the determination
of a single analytical form factor. This contrasts the B — 7wfv, decay from other B — X, (v,
modes such as B — ply,, where the vector p-meson corresponds to a much broader width
in the distribution of the invariant mass, as illustrated in Figures 5.1 and 5.2. Studies on
the B — plv, decay are also being undertaken at Belle II !, with first measurements of the
B — plv, branching fractions having been determined.

Measurements of |Vy;,| can in theory also be extracted from other semi-leptonic B —
X, lvy modes such as B — plv,. Whilst performing such an extraction may not be an opti-
mal or desirable choice in lieu of a B — 7wfy, extraction, there exists the potential to perform
a combined analysis of multiple B — X, /v, modes including B — 7wlv,. If a set of partial
branching fractions in bins of ¢* could be determined for B — pfuv, decays, a value of |Vyy,|
could potentially be extracted from a simultaneous x? fit to the partial branching fraction
distributions of B — wfy, and B — ply,. Such a task would introduce a fair amount of
technical and theoretical complexity as the B — ply, differential decay rate would have
to be incorporated into the framework, corresponding to an additional three form factors
(A1(¢?), A2(¢*) and V(¢*)) which would require a suitable parameterisation [32]. Great care
would also need to be taken to ensure that all correlations between the systematic uncer-
tainties of the B — nlv, and B — ply, partial branching fractions are taken into account.
With all of these elements considered, however, performing an extraction of |Vy,| using
this combined approach has the potential to not only increase the statistical precision but
to constrain the measurement of |V;,,| using input from both B — wfv, and B — plv, decays.

To conclude, it is clear that the prospective growth of the B — 7fv, analysis presented
throughout this thesis stands to contribute significantly to future exclusive measurements
of |Vip|, ultimately leading to the improved precision of a key Standard Model parameter.
With the collecting and processing of more data together with the potential evolution and
innovation of analysis techniques, new and exciting developments from Belle II in the field
of semi-leptonic B-meson decays can be anticipated in future.

"'Whilst the two analyses were conducted independently, the hadronic tagged B — pfv, analysis per-
formed by Moritz Bauer of Karlsruhe Institute of Technology and the B — mwfv, analysis presented in this
thesis are currently being peer reviewed in tandem within the Belle II Collaboration for the purpose of
publishing a combined journal paper.

246



Bibliography

[10]
[11]

[12]

[13]

[14]

N. Toutounji, Reconstruction Methods for Semi-leptonic Decays of B-mesons with the
Belle II Experiment, Masters thesis, The University of Sydney, 2018.

F. Abudinen et al., Belle II Collaboration, Exclusive B — 7~ ¢*1, Decays with Hadronic
Full Event Interpretation Tagging in 34.6 fb™! of Belle IT Data, arXiv:2008.08819 [hep-
ex|, 2020.

F. Abudinen et al., Belle II Collaboration, Exclusive B — X, /v, Decays with Hadronic
Full-event-interpretation Tagging in 62.8 fb~! of Belle II Data, arXiv:2111.00710 [hep-
ex|, 2021.

F. Abe et al., CDF Collaboration, Observation of Top Quark Production in pp Collisions
with the Collider Detector at Fermilab, Phys. Rev. Lett. 74, 2626-2631, 1995.

M. Kobayashi, T. Maskawa, CP-Violation in the Renormalizable Theory of Weak In-
teraction, Prog. of Theo. Phys. 49, 2, 652-657, 1973.

ATLAS Collaboration, Observation of a New Particle in the Search for the Standard
Model Higgs Boson with the ATLAS Detector at the LHC, Phys. Lett. B716, 1-29, 2012.

A. D. Sakharov, Violation of CP Invariance, C Asymmetry and Baryon Asymmetry of
the Universe, Journal of Exp. and Theo. Phys. 5, 24-27, 1967.

A. Bilal, Introduction to Supersymmetry, NEIP-01-001, arXiv:hep-th/0101055, 2001.

T. G. Rizzo, Pedagogical Introduction to Extra Dimensions, SLAC-PUB-10753, arxiv-
hep-ph /0409309, 2004.

R. D. Peccei, The Strong CP Problem and Axions, Lect. Notes in Phys. 741, 3-17, 2008.

K. Abe et al., Belle Collaboration, Observation of Large CP Violation in the Neutral B
Meson System, Phys. Rev. Lett. 87, 091802, 2001.

B. Aubert et al., BABAR Collaboration, Observation of CP Violation in the B Meson
System, Phys. Rev. Lett. 87, 091801, 2001.

T. Keck et al., The Full Event Interpretation — An Exclusive Tagging Algorithm for the
Belle II Experiment, Comput. Softw. Big Sci 3, 6, 2019.

Public domain image.

247



[15]

[16]

[17]

[18]
[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

S. S. Lee, A Model of Quantum Gravity with Emergent Spacetime. J. High Energ. Phys.
70, 2020.

P. W. Higgs, Broken Symmetries and the Masses of Gauge Bosons, Phys. Rev. Lett. 13,
508, 1964.

M. Spira, P. M. Zerwas, Electroweak Symmetry Breaking and Higgs Physics, CERN-
TH/97-379, DESY 97-261, arXiv:hep-ph/9803257, 1997.

S. Raby, Grand Unified Theories, arXiv:hep-ph/0608183, 2006.
F. De Aquino, Theory of Everything, arXiv:gr-qc/9910036, 2013.

R.L. Workman et al., Particle Data Group, Prog. Theor. Exp. Phys. 083C01, 2022 and
2023 Update.

E. Majorana, Teoria Simmetrica dell’Elettrone e del Positrone, I1 Nuovo Cimento 14,
171-184, 1937.

Y. Fukuda et al., Super-Kamiokande Collaboration, Evidence for Oscillation of Atmo-
spheric Neutrinos, Phys. Rev. Lett. 81, 8, 1562-1567, 1998.

L. Wolfenstein, Parametrization of the Kobayashi-Maskawa Matrix, Phys. Rev. Lett.
51, 1945.

J. Charles et al., CKMfitter Group, Eur. Phys. J. C41, 1-131, arXiv:hep-ph/0406184,
2005.

M. Bona et al., UTfit Collaboration, The Unitarity Triangle Fit in the Standard Model
and Hadronic Parameters from Lattice QCD: A Reappraisal after the Measurements of
oms and BR(B — 7v), J. High Energ. Phys. 10, 081, arXiv:hep-ph/0606167, 2006.

CKMfitter Group, Updated Results on the CKM Matrix (Preliminary), 2022, http:
ckmfitter.in2p3.fr/

J. H. Christenson et al., Evidence for the 27 Decay of the K9 meson, Phys. Rev. Lett.
13, 138, 1964.

E. Kou et al., The Belle II Physics Book, Prog. of Theo. and Exp. Phys. 12, 2019.

O. Eberhardt et al., Status of the Two-Higgs-Doublet Model of Type II, J. High Energ.
Phys. 07, 118, 2013.

M. Schmaltz, Y-M. Zhong, The Leptoquark Hunter’s Guide: Large Coupling, J. High
Energ. Phys. 132, 2019.

Y. Ambhis et al., Averages of b-hadron, c-hadron, and 7-lepton Properties as of 2021,
Phys. Rev. D 107, 052008, 2023.

248



[32]

[33]

[34]

[35]

[38]

[39]

[40]

[41]

A. Sibidanov et al., Belle Collaboration, Study of Exclusive B — X, fv Decays and
Extraction of |V,;| using Full Reconstruction Tagging at the Belle Experiment, Phys.
Rev. D 88, 032005, 2013.

C. G. Boyd, B. Grinstein, R. F. Lebed, Constraints on Form Factors for Exclusive
Semi-leptonic Heavy to Light Meson Decays, Phys. Rev. Lett. 74, 23, 1995.

C. Bourrely, L. Lellouch, I. Caprini, Model-independent Description of B — wlv Decays
and a Determination of |V,,|, Phys. Rev. D 79, 013008, 20009.

B. Aubert et al., BaBar Collaboration, B — 7wl and B — plv Decays and Determina-
tion of |Vip|, Phys. Rev. D 72, 051102, 2005.

P. del Amo Sanchez et al., BaBar Collaboration, Study of B — wfv and B — plv
Decays and Determination of |V,;|, Phys. Rev. D 83, 032007, 2011.

J. P. Lees et al., BaBar Collaboration, Branching Fraction and Form-factor Shape Mea-
surements of Exclusive Charmless Semi-leptonic B Decays, and Determination of |V],
Phys. Rev. D 86, 092004, 2012.

S. B. Athar et al., CLEO Collaboration, Study of the ¢*-dependence of B — /v and
B — p(w)lv Decay and Extraction of |V,;|, Phys. Rev. D 68, 072003, 2003.

N. E. Adam et al., CLEO Collaboration, A Study of Exclusive Charmless Semi-leptonic
B Decay and |V,,|, Phys. Rev. Lett. 99, 041802, 2007.

T. Hokuue et al., Belle Collaboration, Measurements of Branching Fractions and ¢?
Distributions for B — 7fv and B — plv Decays with B — D¢y Decay Tagging,
Phys. Lett. B 648, 139-148, 2007.

F. Abudinen et al., Belle IT Collaboration, Study of Exclusive B — mwev, Decays with
Hadronic Full-event-interpretation Tagging in 189.3 fb™! of Belle II Data, BELLE2-
CONF-PH-2022-008, arXiv:2206.08102 [hep-ex], 2022.

M. Okamoto et al., Semi-leptonic D — 7/K and B — w/D Decays in 2+1 Flavor
Lattice QCD, Nucl. Phys. Proc. Suppl. 140, 461-463, 2005.

E. Gulez et al., B Meson Semi-leptonic Form Factors from Unquenched Lattice QCD,
Phys. Rev. D 73, 074502, 2006; Erratum- Phys. Rev. D 75, 119906, 2007.

KEK Press Release, Kick-off of the Belle IT Phase 3 Physics Run, 2019.
N. Toge et al., KEKB B-Factory Design Report, KEK Report 95-7, KEK, 1995.
A. J. Bevan et al., The Physics of the B Factories, Eur. Phys. J. C74, 3026, 2014.

Belle IT Software Documentation on Sphinx,
https://software.belle2.org/development /sphinx /index.html

K. Tkado et al., Belle Collaboration, Evidence of the Purely Leptonic Decay B~ — 77 i/,.,
Phys .Rev. Lett. 97, 251802, 2006.

249



[49]

[50]

[51]

[52]

[53]

[54]

[55]

[56]

[57]

[58]

[59]

[60]

[61]

[62]

[63]

[64]

[65]

T. Abe et al., Belle IT Technical Design Report, KEK Report 2010-1, arXiv:1011.0352
[physics.ins-det], 2010.

Belle IT Collaboration, Snowmass Whitepaper: The Belle II Detector Upgrade Program,
arXiv:2203.11349v1 [hep-ex], 2022.

C. Z. Yuan, Belle II Collaboration, The Belle IT Experiment at the SuperKEKB, Pre-
sented at Flavor Physics and CP Violation, Hefei, China, arXiv:1208.3813 [physics.ins-
det], 2012.

B. Wang, Belle II PID Group, The Assembly of the Belle I TOP Counter, Nucl. Inst.
and Meth. in Phys. Res. A 766, 204-207, 2014.

S. Sandilya, Belle IT Collaboration, Particle Identification with the TOP and ARICH
Detectors at Belle II, UCHEP-17-04, arXiv:1706.08515 [physics.ins-det], 2017.

T. Auschev et al., A scintillator Based Endcap K and Muon Detector for the Belle 11
Experiment, Nucl. Inst. and Meth. in Phys. Res. A 789, 134-142, 2015.

A. Abashian et al., Muon Identification in the Belle Experiment at KEKB, Nucl. Inst.
and Meth. in Phys. Res. A 491, 69-82, 2002.

Y. Iwasaki et al., Level 1 Trigger System for the Belle IT Experiment, IEEE Transactions
on Nuclear Science 58, 4, 2011.

T. Kuhr et al., The Belle IT Core Software, Comput. Softw. Big Sci. 3, 1, 2019.
R. Ttoh et al., Belle Analysis Framework, J. of Phys.: Conf. Ser. 396, 022026, 2012.

R. Brun, F. Rademakers, ROOT - An Object Oriented Data Analysis Framework,
Proceedings ATHENP’96 Workshop, Lausanne, Sep. 1996, Nucl. Inst. and Meth. in
Phys. Res. A 389, 81-86, 1997.

A. Ryd et al., EvtGen: A Monte Carlo Generator for B-Physics, EVTGEN-V00-11-07,
2005.

S. Agostinelli et al., Geant4 — a Simulation Toolkit, Nucl. Inst. and Meth. in Phy. Res.
A 506, 250-303, 2003.

T. Keck. The Full Event Interpretation for Belle 11, IEKP-KA-2014-18, 2014.

M. Feindt et al., The NeuroBayes Neural Network Package, Nucl. Inst. and Meth. in
Phy. Res. A 559, 1, 190-194, 2006.

A. Hoecker et al., TMVA: Toolkit for Multivariate Data Analysis, CERN-OPEN-2007-
007, arXiv:physics/0703039 [physics.data-an], 2007.

S. Neuhaus et al., A Neural Network z-vertex Trigger for Belle II, J. of Phys.: Conf.
Ser. 608, 012052, 2015.

250



[66]

78]

[79]

[80]

[31]

T. Keck, FastBDT: A Speed-optimized and Cache-friendly Implementation of Stochas-
tic Gradient-boosted Decision Trees for Multivariate Classification, arXiv:1609.06119
[cs.LG], 2016.

J. Friedman, Stochastic Gradient Boosting, Comp. Stat. and Data Ana. 38, 4, 367-378,
1999.

T. Keck, Machine Learning Algorithms for the Belle I Experiment and their Validation
on Belle Data, EKP-2017-00067, 2017.

C. Pulvermacher, Analysis Software and Full Event Interpretation for the Belle IT Ex-
periment, BELLE2-PTHESIS-2016-003, 2015.

F. Abudinen et al., Belle IT Collaboration, A Calibration of the Belle II Hadronic Tag-
side Reconstruction Algorithm with B — X /v, Decays, arXiv:2008.06096 [hep-ex], 2020.

J. Stypula, M. Rozanska et al., Belle Collaboration, Evidence for B~ — DK™ {~ 1 and
Search for B~ — D" K~ ("1, Phys. Rev. D 86, 072007, 2012.

M. Prim, b2-hive/eFFORT v0.1.0, Zenodo, 2020.

F. U. Bernlochner et al., B — pfv and B — wfv in and Beyond the Standard Model:
Improved Predictions and |V,|, Phys. Rev. D 104, 034032, 2021.

D. Scora, N. Isgur, Semi-leptonic Meson Decays in the Quark Model: An Update, Phys.
Rev. D 52, 2783-2812, 1995.

G. Duplancic, B. Melic, Form Factors of B, B, — n,n and D, Dy, — n,n’ Transitions
from QCD Light-cone Sum Rules, J. High Energ. Phys. 138, 2015.

C. G. Boyd, B. Grinstein, R. F. Lebed, Model-Independent Determinations of B — D/{v
, B — D*{v Form Factors, Nucl. Phys. B 461, 493-511, 1996.

R. Glattauer et al., Measurement of the Decay B — D/{v in Fully Reconstructed Events
and Determination of the Cabibbo-Kobayashi-Maskawa Matrix Element |V,;|, Phys.
Rev. D 93, 032006, 2016.

D. Ferlewicz et al., Revisiting Fits to B® — D* (T, to Measure |V,| with Novel
Methods and Preliminary LQCD Data at Nonzero Recoil, Phys. Rev. D 103, 073005,
2021.

A. Abdesselam et al., Belle Collaboration, Precise Determination of the CKM Matrix
Element |V;| with B® — D**¢~p, Decays with Hadronic Tagging at Belle, BELLE-
CONF-1612, arXiv:1702.01521 [hep-ex], 2017.

pidvar, private software package developed by Dr. William Sutcliffe of the University
of Bonn, Belle II Collaboration.

N. Tan et al., Magnetic Field Mapping of the Belle Solenoid, IEEE Transactions on
Nuclear Science 48, 3, 900-907, 2001.

251



[82]

[83]

[84]

[85]

[36]

[87]

[38]

[89]

[90]

[91]

Q.-D. Zhou, Correction for Tracking Momentum Bias Based on Invariant Mass Peak
Studies, BELLE2-NOTE-PH-2020-030, 2020.

S. Schmitt, Data Unfolding Methods in High Energy Physics, Proceedings of “XII Quark
Confinement and the Hadron Spectrum”, EPJ Web of Conferences, arXiv:1611.01927
[physics.data-an], 2016.

R. Barlow, C. Beeston, Fitting Using Finite Monte Carlo Samples, Comput. Phys.
Commun. 77, 219-228, 1993.

W. Verkerke, D. P. Kirkby, The RooFit Toolkit for Data Modeling, Statistical Problems
in Particle Physics, Astrophysics and Cosmology (PHYSTAT 05): Proceedings, Oxford,
UK, eConf C0303241, 2003.

C. Ramirez, J.F. Donoghue, G. Burdman, Semi-leptonic b — u Decay, Phys. Rev. D 41,
5, 1990.

B. O. Lange, M. Neubert, G. Paz, Theory of Charmless Inclusive B Decays and the
Extraction of V,, Phys. Rev. D 72, 073006, 2005.

Modified from image by William Sutcliffe of the University of Bonn, Belle II Collabo-
ration.

G. Cowan, K. Cranmer, E. Gross, O. Vitells, Asymptotic Formulae for Likelihood-based
Tests of New Physics, Eur. Phys. J. C 71, 1554, 2011, Erratum: Eur. Phys. J. C 73,
2501, 2013.

D. M. Asner et al., CLEO Collaboration, Search for Exclusive Charmless Hadronic B
Decays, Phys. Rev. D 53, 3, 1039-1050, 1996.

E. L. Lehmann, J. P. Romano, Testing Statistical Hypotheses, Springer Texts in Statis-
tics, 513-517, 2005.

K. Adamczyk et al., Belle II Collaboration, Determination of Vy, from Untagged
B® — 7 (*y, Decays Using 2019-2021 Belle II Data, BELLE2-CONF-PH-2022-017,
arXiv:2210.04224 [hep-ex], 2022.

S. Choudhury et al., Belle Collaboration, Measurement of the B*/B® Production Ratio
in ete~ Collisions at the T(4S) Resonance Using B — J/1(¢¢) K Decays at Belle, Phys.
Rev. D 107, 3, 2023.

H. Dembinski, M. Schmelling, Bias, Variance, and Confidence Intervals for Efficiency
Estimators in Particle Physics Experiments, arXiv:2110.00294 [stat.AP], 2022.

T. Adye, Unfolding Algorithms and Tests using RooUnfold, Proceedings of the PHY-
STAT 2011 Workshop, CERN, Geneva, Switzerland, January 2011, CERN-2011-006,
arXiv:1105.1160 [physics.data-an], 2011.

J. A. Bailey et al., |Vyp| from B — 7lv Decays and 2 + 1-flavor Lattice QCD, Phys.
Rev. D 92, 1, 2015.

252



[97] Y. Aoki et al., FLAG Review 2021, Eur. Phys. J. C 82, 10, 2022.

98] J. M. Flynn et al., B — wfv and By — K/{v Form Factors and |V,;| from 2+1-flavor
Lattice QCD with Domain-wall Light Quarks and Relativistic Heavy Quarks, Phys.
Rev. D 91, 7, 2015.

[99] VubFitter, private software package developed by Professor Florian Bernlochner of the
University of Bonn, Belle IT Collaboration.

[100] K. L. Wuensch, Chi-Square Tests, International Encyclopedia of Statistical Science,
Springer, 2014.

[101] F. James, MINUIT Function Minimization and Error Analysis: Reference Manual
Version 94.1, CERN-D-506, 1994.

[102] L. Aggarwal et al., Belle II Collaboration, Test of Light-Lepton Universality in the
Rates of Inclusive Semi-leptonic B-Meson Decays at Belle II, Phys. Rev. Lett. 131, 5,
051804, 2023.

[103] F. Abudinen et al., Belle IT Collaboration, Measurement of the BY — D*~¢*v, Branch-
ing Ratio and |Vg,| with a Fully Reconstructed Accompanying B-meson in 2019-2021
Belle II Data, arXiv:2301.04716 [hep-ex], 2023.

[104] Belle II public luminosity projection plot,
https://confluence.desy.de/display /BI/Belle+I11+Luminosity

[105] WG1Template, private software package developed by Dr. William Sutcliffe and Henrik
Junkerkalefeld of the University of Bonn, Belle IT Collaboration.

253






Appendix A

Decay Modes of Intermediate
Particles Supported by the Full Event
Interpretation Algorithm

The following table lists each of the decay modes supported by the hadronic Full Event
Interpretation (FEI) algorithm, together with their designated decayModeIDs, for all inter-
mediate particles reconstructed prior to the reconstruction of the parent B-mesons. The
hadronic B-meson decay channels are listed in the main matter, in Table 3.3.
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decayModeID ‘ Channel decayModeID Channel
0 D¥
0 \ 0 — vy 0 Di — KT K}
K} 1 Df - Ktnto™
0 Kg —gtr= 2 D;: - KtTK—nt
1 K9 — 700 3 DY - KTK-ntr®
J /1 4 D{ —» KT Kdntn—
0 J/p — ete 5 Df - K- Klntat
1 J/p — ptu~ 6 Df - KTK-ntrtn
Do 7 D; — grtata™
0 D0 S K-at 8 DY — Ko™
1 DY > K—7tx0 9 Dg — Kgﬁ+7'r0
2 D - K—rt7070 Dg*
3 D > K—rntpta— 0 D§+ - D:st'V
4 DY - K—rntrtr—n0 1 Dg" — Dgn°
5 DY — =gt A°
6 DY g ptpta~ 0 AV - pta—
7 DY - g qtq0 »t
8 DY — 7=t 070 0 vt - ptad
9 DY — K90 AT
10 D° — K%ntn— 0 A > ptK ot
11 DY — K3ntn—n0 1 A > ptarat
12 D’ - KK+ 2 A > ptK-K+
13 D° - K-K*r° 3 Af > ptK—ntq®
14 DY —» K-K*K}% 4 A — pT K-t n070
D+ 5 A s ptatata=a™
0 Dt - K- rntzxt 6 A - pt K}
1 Dt - K—ntrtr0 7 AF > ptKnO
2 Dt - K~ K*tr* 8 A - pTKYntm—
3 Dt - K- K*trtn0 9 Af — AOr ™
4 Dt — ntq0 10 A} — AOxtq0
5 Dt > ghate- 11 AF - AVttt
6 DT - nrrtr— 70 12 A} — A7ty
7 Dt — Kor* 13 A} — A0t a0y
8 Dt — Kr*n0 14 AF - AOnta—gaty
9 Dt — Krtntn— 15 A >ttt
10 Dt - KTK2K? 16 Af - Strta— g0
D0 17 AF - stg0
0 D*O N DOT('O
1 D*O _ D(),Y
D*+
0 D*t  DOr+
1 D**t — D*x0
2 D*t D+’y

Table A.1: The decay modes of intermediate particles supported by the hadronic FEI algo-

rithm, along with their decayModeID flags.
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Appendix B

Additional Post-Fit Distributions for

B — mlvy) Decays Reconstructed From
362 fb~! of Belle II Data, in Six ¢°
Bins

The following figures include additional distributions of key kinematic quantities recon-
structed in Belle II data against predictions from Monte Carlo (MC). The MC has been
fitted to the data using the binned maximum likelihood procedure described in Section 6.1,

with each distribution analogous to the post-fit M2,  distributions included in Figures 6.35
and 6.39.
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Figure B.1: Distributions of the log of the FEI classifier output, log;o(SignalProbability),
built from 362 fb~! of Belle II data with MC fit projections overlaid, for reconstructed
B® — 7= ¢*v, decays in six ¢* bins, where £ = e or p.
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Figure B.2: Distributions of the log of the FEI classifier output, log;o(SignalProbability),
built from 362 fb~! of Belle II data with MC fit projections overlaid, for reconstructed
Bt — 7%*y, decays in six ¢* bins, where £ = ¢ or p.
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Figure B.3: Distributions of the lab-frame momentum p, built from 362 fb=! of Belle II data
with MC fit projections overlaid, for reconstructed B® — 7~ ¢*v, decays in six ¢* bins, where

{=eor p.
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Figure B.4: Distributions of the lab-frame momentum p, built from 362 fb=! of Belle II data

with MC fit projections overlaid, for reconstructed BT — 7%* 1, decays in six ¢* bins, where
¢ =eor p.
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Figure B.5: Distributions of the lab-frame momentum p, built from 362 fb~! of Belle II data

with MC fit projections overlaid, for reconstructed B® — 7~¢*v, decays in six ¢* bins, where
{=eor p.
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Figure B.6: Distributions of the lab-frame momentum p, built from 362 fb~! of Belle II data
with MC fit projections overlaid, for reconstructed BT — 7%* 1, decays in six ¢* bins, where
¢ =eor p.
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Figure B.7: Distributions of Bgg cosflpy built from 362 fb~! of Belle II data with MC fit
projections overlaid, for reconstructed B® — 7= ¢v, decays in six ¢? bins, where = e or p.
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Figure B.8: Distributions of By, cosfpy built from 362 fh~! of Belle II data with MC fit
projections overlaid, for reconstructed B — 7% "1, decays in six ¢? bins, where ¢ = e or p.
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Figure B.9: Distributions of Euiss — |Pmiss| built from 362 fb~! of Belle II data with MC fit
projections overlaid, for reconstructed B® — 7~ ¢"1, decays in six ¢? bins, where / = e or p.
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Figure B.10: Distributions of Fiis — |Prmiss| built from 362 fb~! of Belle IT data with MC fit
projections overlaid, for reconstructed B — 7%, decays in six ¢? bins, where ¢ = e or p.
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Figure B.11: Distributions of the 7° invariant mass, M., built from 362 fb~' of Belle II
data with MC fit projections overlaid, for reconstructed B* — 7%/*1, decays in six ¢? bins,
where ¢ = e or pu.
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