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Abstract

B0 → η′K0
S channel is a decay mode of neutral B-meson, which is mediated by the penguin

process of b→ sqq̄ of the Standard Model, and we can observe the CP violation phenomenon
in the B0 → η′K0

S channel. The CP violation can be parameterized by the CP asymmetries,
which consists of two real parameters of ACP and SCP . The parameters can be obtained in
a systematical discussion for the difference in the temporal decay rate between B0 and B0

by analyzing the difference in a time-dependent fashion. Also, the CP violation is deeply
related to the matter-antimatter asymmetry, which is one of the unsolved problems that the
Standard Model cannot describe. We expect a new theory, called New Physics, beyond the
Standard Model to solve this problem, and New Physics might modify phenomena of the CP
violation in the B0 → η′K0

S decay from those described by the Standard Model using the
CKM matrix. We can explore New Physics by comparing measurements for parameters of
the CP violation between those in B0 → η′K0

S decay mode and tree-dominating one such as
B0 → J/ψK0

S decays. In this aspect, extracting CP parameters (ACP , SCP ) in B0 → η′K0
S is a

key measurement of Belle II, an experiment for particle physics with asymmetrically accelerated
electron and positron. We measure the CP parameters in a sub-decay mode of η′ → ηπ+π−,
η → π+π−π0, and K0

S → π+π− of B0 → η′K0
S channel at the Belle II experiment with

experimental data accumulated between 2019 March and 2022 June corresponding integrated
luminosity of 362 fb−1. For the measurement, we should consider the various factor of the
reconstruction, such as the inaccuracy of decay time determination for B-mesons or effects from
background events. We develop a resolution function and method to calibrate and validate the
function parameters using the experimental data. In detail, we developed a resolution function
that considers the inaccuracy in determining the decay time and is an essential component
for CP asymmetry studies for all the subchannels of the B0 → η′K0

S channel. A method to
calibrate the parameters of the resolution function is also devised, which has more advantages
than conventional calibration methods and is an original methodology developed in this study
firstly. The measured CP parameter (ACP , SCP ) from this study is

ACP = −0.111+0.319
−0.311(stat)±+0.032

−0.031 (syst), and
SCP = +0.248+0.470

−0.526(stat)±+0.053
−0.053 (syst).

We confirm that the measured CP parameters are consistent with the world average values
of B0 → η′K0 decay or that of B0 → cc̄K0 decay considered reference values of the Standard
Model prediction, within the uncertainty. We also found that when measuring CP asymmetries
using all subchannels in the B0 → η′K0

S channel by the method developed in this study, the
statistical error of ACP and SCP at 50 ab−1, the target luminosity of Belle II, was 0.01 or less,
which is lower than the current theoretical prediction of CP asymmetries in the channel.
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Personal Contribution

This analysis is a result of collaborative work from the Belle II collaboration. All the
dataset of experimental data and simulation samples used in this analysis is produced using
the Belle II detector, peripheral components for the data collection, and computing cluster for
data processing and simulations, summarized in Ch. 2. Also, I used the standard analysis
software frameworks widely used in the Belle II collaboration, such as flavor tagger, vertex
fitter, and toolkit for estimations of systematic uncertainties. I completed the analysis of CP
parameter measurements in the B0 → η′K0

S decay with a subchannel of η′ → η(π+π−π0)π+π−

and K0
S → π+π− by developing a specific methodology optimized to measure CP asymmetries

in the target channel based upon an understanding of theory for CP violation given in Ch. 1.
In this work, I developed an algorithm to reconstruct the decay from the experimental

data described in Ch. 4 and optimized criteria to obtain an optimal reconstruction result for
the CP asymmetry measurements from the experimental data, especially optimizing selection
criteria for π0 and K0

S , which is described in App. E, and η′ selection using the mass difference
between η′ and η, which are newly introduced in this analysis. Then, I devised a method to
extract the probability of signal events with 5-D variables, described in the same chapter, and
is very sensitive for signal and background events so that the sensitivity of our measurement
is unaffected even with more background events, as discussed in App. L. On top of that, I
configured a resolution function and a probability density function for background events and
determined their parameters using the Belle II data or simulation samples, which is described
in Ch. 5. Especially, the calibration method of the parameters of the resolution function
using cosmic samples is the first attempt to understand the reason for the structure of the
resolution function and correct the difference in the resolution between simulation and data.
In addition, I built a procedure for validating the resolution parameters using the control
channel of B± → η′K± by emulating the vertex resolution of B0 → η′K0

S . Also, I improved
a program to estimate the CP asymmetries so that the program can consider the effects of
the motion of B-mesons in the center of mass frame of Υ(4S) in the estimation procedure,
which reduces the systematic errors of the CP parameters measurement. This improvement
will be included in the Belle II official software for CP violation studies. Finally, in Chs. 6
and 7, I established a method to estimate the systematic uncertainties of the measurement and
predicted the expected sensitivity of CP violation measurement in this channel at integrated
luminosity 50 ab−1, which is a target luminosity of Belle II, with quantitative discussions on
prospects of Belle II. Based on the discussion, I examined the details of each item for systematic
error and established a reasonable method for extrapolation. Then, I proved that Belle II can
measure CP asymmetries in the B0 → η′K0

S channel at 50 ab−1 with a smaller uncertainty
than the current world average and observe New Physics with high sensitivity comparable to
the current theoretical prediction. Therefore, I contributed to the analysis to build a reliable
methodology determining the CP asymmetries with 50 ab−1. I hereby hope and believe those
improvements, developments, and discussions will be highly useful for Belle II in the future
measurement of CP asymmetries in the B0 → η′K0

S channel as well as in other channels.
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Outline of This Dissertation

In this dissertation, we introduce the physics motivation of the CP violation and New
Physics with it in Ch. 1. After the introduction, we discuss the experimental apparatus to
collect the experimental data in Ch. 2, then explain the current data-taking status of the Belle
II experiment. In Ch. 3, we introduce an overview of the methodology for the estimation in
the experimental environment using the theory discussed in the previous chapter. After that,
we explain how to reconstruct our target decay for the analysis and estimate the yield of signal
events in Ch. 4. Then, in the following chapter of Ch. 5, we prepare ingredients for a fitting
procedure to determine ACP and SCP from the reconstruction results. In the next chapter
of Ch. 6, we build the fitting procedure using the ingredients and validate it using various
methods, and finally, we describe the CP violation parameters with systematic uncertainties
from the Belle II experimental data. In the last two chapters of Ch. 7, we discuss the result
and prospect of this analysis with the experimental data from Belle II in the future and the
conclusion of this dissertation.
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Chapter 1

Introduction

The Standard Model (SM) has successfully described many phenomena in nature. How-
ever, the Standard Model cannot answer problems such as dark matter, the mass of
neutrinos, and the quantization of electric charges. Due to these unexplained problems,
we suppose there is New Physics (NP) beyond SM. Observation of hints for New Physics
is the most major goal for particle physicists to solve these remaining problems.

One big unsolved problem of the Standard Model is the known matter-antimatter
asymmetry in the universe. In particle physics, matter can be converted into antimatter
by the CP transformation; whether the CP symmetry is breaking (CP violation) or not is
deeply related to the problem. This provides a good test bench to examine New Physics
because although the CP violation in the quark sector is measured at the kaon system
[1], and Kobayashi and Maskawa described this phenomenon with the third generation of
quarks and foreseen a large CP violation at B-mesons[2, 3], which is actually measured
in the neutral B-meson system[4], the estimated amount of the violation is insufficient to
explain the asymmetry of matter and anti-matter. It is not enough to explain the asym-
metry even though we take into account the CP violation from the lepton sector[5]. It
implies we need an additional source of the CP violation to explain the matter-antimatter
asymmetry in the universe. Meanwhile, if New Physics exists, it will affect CP violation
and make a deviation of the measurement of the violation from the prediction of the Stan-
dard Model. Therefore, precisely examining the CP violation parameters will provide a
clue to discovering New Physics beyond the Standard Model.

We describe how to measure parameters of the time-dependent CP violation and
the result and discussion of the measurement in this dissertation. A decay process of
B0 → η′K0

S with a subchannel of η′ → ηπ+π− and η → π+π−π0 is considered. The main
feature of B0 → η′K0

S decay channel is that there is a prediction from New Physics on
CP-violating parameters on the channel, and we can examine the contribution of New
Physics by comparing the CP-violating parameters between this channel and charmonium
channels, such as B0 → J/ψK0

S . In this chapter, we describe the CP violation of the
Standard Model and how it appears in the decay of B0 → η′K0

S , then explain the effects
of New Physics on the CP violation in the decay.
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1.1 CP violation in the Standard Model
Time-dependent CP violation in the Standard Model is related to the Cabibbo-Kobayashi-
Maskawa (CKM)[2, 6] matrix and the mixing of B0-B0. We review the CKM matrix
briefly and discuss how the CP violation occurs in the mixing and decay to the CP-
eigenstate of neutral B-mesons, then we will discuss a specific situation for the CP vio-
lation in our target decay, B0 → η′K0

S , in the following subsections.

1.1.1 Cabibbo-Kobayashi-Maskawa Matrix

Cabibbo-Kobayashi-Maskawa (CKM) matrix is a 3 × 3 unitary matrix which describes
the quark mixing by the weak interaction. The weak eigenstates of the down-type quarks
(d′, s′, b′) relate to the mass eigenstate of the down-type quarks (d, s, b) via the matrix as
follows:

d′s′
b′

 =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

ds
b

 (1.1)

Since the matrix is unitary and five phases can be absorbed into the relative phase
of the wave function of six quarks, we get four free parameters of the matrix. The
Wolfenstein parameterization is often used to expand the matrix in powers of sine value
of Cabibbo angle, λ ≡ sin(θC) ≈ 0.22 as follows:

V =

 1− λ/2 λ Aλ3(ρ− iη)

−λ 1− λ2/2 Aλ2

Aλ3(1− ρ− iη) −Aλ2 1

+O(λ4), (1.2)

where A, ρ, and η are the real parameters of which order is O(1)[7].
Unitarity conditions for off-diagonal elements of the CKM matrix build six triangles on

the complex plane. Among the triangles, a triangle indicated by the following condition is
proper for the actual measurement as all the three terms are of the same order, O(Aλ3).

VudV
∗
ub + VcdV

∗
cb + VtdV

∗
tb = 0 (1.3)

By dividing Eq. 1.3 by VcdV ∗
cb, we can get a triangle shown in Fig. 1.1 that is called

a “Unitarity triangle”.
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Figure 1.1: Unitarity triangle with interior angles of ϕ1, ϕ2, and ϕ3.

The coordinate of apex ρ̄ and η̄, interior angles of ϕ1, ϕ2, and ϕ3 are given by following
equations:

ϕ1 = arg
(
−VcdV

∗
cb

VtdV ∗
tb

)
(1.4)

ϕ2 = arg
(
− VtdV

∗
tb

VudV ∗
ub

)
(1.5)

ϕ3 = arg
(
−VudV

∗
ub

VcdV ∗
cb

)
(1.6)

ρ̄ =

(
1− λ2

2

)
ρ (1.7)

η̄ =

(
1− λ2

2

)
η (1.8)

Among these three angles, our measurement for the channel of B0 → η′K0
S has sensi-

tivity on ϕ1 value that can be compared with the results from the decay of B0 → J/ψK0
S

that is the most precisely determined through the time-dependent CP violation. We can
check the existence of New Physics by comparing the results.
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Figure 1.2: Two types of box diagram for B0 − B0 mixing by the weak interaction.
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1.1.2 Mixing and time evolution of neutral B-mesons

Neutral B-mesons of B0 and B0 mix through the second-order weak interaction shown
in Fig. 1.2. This means that the neutral B-mesons oscillate between B0 state and B0

state over the course of time. Let us consider the time evolution of a B-meson system
from an initial state with the superposition of B0 and B0, which can be written as
|ψ(0)⟩ = a(0) |B0⟩+ b(0) |B0⟩. If we limit our interests to the subspace of |B0⟩ and |B0⟩,
the state vector of the system at time t will be |ψ(t)⟩ = a(t) |B0⟩ + b(t) |B0⟩ and be
governed by the following equation:

i
d

dt

(
a(t)

b(t)

)
= H′

(
a(t)

b(t)

)
(1.9)

with the flavor eigenstate basis of |B0⟩ =
(
1 0

)T and |B0⟩ =
(
0 1

)T . The matrix H′

is an effective Hamiltonian to express the B0 −B0 mixing and consists of two Hermitian
matrices, which are the mass matrix M and the decay matrix Γ, as follows:

H′ = M − i

2
Γ =

(
M11 − i

2
Γ11 M12 − i

2
Γ12

M21 − i
2
Γ21 M22 − i

2
Γ22

)
. (1.10)

where M21 =M∗
12 and Γ21 = Γ∗

12.
The M11(22) and Γ11(22) means the mass and decay width of the flavor eigenstate of B0

(B0), respectively, and we can write M11 = M22 = M and Γ11 = Γ22 = Γ with assuming
the CPT invariance. We can get the two mass eigenstates to solve the above equation by
diagonalizing the matrix H′. The eigenvector |B1,2⟩ and eigenvalue λ1,2 are as follows:

|B1⟩ = p |B0⟩+ q |B0⟩ , for λ1 =M − i

2
Γ +

√(
M12 −

i

2
Γ12

)(
M∗

12 −
i

2
Γ∗
12

)
, (1.11)

|B2⟩ = p |B0⟩ − q |B0⟩ , for λ2 =M − i

2
Γ−

√(
M12 −

i

2
Γ12

)(
M∗

12 −
i

2
Γ∗
12

)
, (1.12)

where
q

p
=

√
M∗

12 − i
2
Γ∗
12

M12 − i
2
Γ12

, (1.13)

and
√

|p|2 + |q|2 = 1 for the normalization. Meanwhile, we adjust λ1,2 using q/p as
follows:

λ1 =

(
M − i

2
Γ

)
+
q

p

(
M12 −

i

2
Γ12

)
=M1 −

i

2
Γ1, (1.14)

λ2 =

(
M − i

2
Γ

)
− q

p

(
M12 −

i

2
Γ12

)
=M2 −

i

2
Γ2, (1.15)

4



where M1,2 =M ± (q/p)M12 and Γ1,2 = Γ± (q/p)Γ12. In this form, we can write the time
evolution of the mass eigenstates of |B1,2(t)⟩ from an initial state of |B1,2(0)⟩ as follows:

|B1(t)⟩ = e−i(M1− i
2
Γ1)t |B1(0)⟩ , and (1.16)

|B2(t)⟩ = e−i(M2− i
2
Γ2)t |B2(0)⟩ . (1.17)

In this context, what we want is the time evolution of the “flavor” eigenstate, and
this can be obtained by inverting Eqs. 1.11 and 1.12, and put Eqs. 1.16 and 1.17 to the
inverted equations as follows:

|B0(t)⟩ = 1

2p
(|B1(t)⟩+ |B2(t)⟩)

=
1

2p

(
e−i(M1− i

2
Γ1)t |B1(0)⟩+ e−i(M2− i

2
Γ2)t |B2(0)⟩

)
=

1

2p

[
e−i(M1− i

2
Γ1)t (p |B0⟩+ q |B0⟩

)
+ e−i(M2− i

2
Γ2)t (p |B0⟩ − q |B0⟩

)]
= f+(t) |B0⟩+ q

p
f−(t) |B0⟩ ,

(1.18)

and similarly, we get |B0(t)⟩ as:

|B0(t)⟩ = 1

2q
(|B1(t)⟩ − |B2(t)⟩)

=
1

2q

(
e−i(M1− i

2
Γ1)t |B1(0)⟩ − e−i(M− i

2
Γ2)t |B2(0)⟩

)
=

1

2q

[
e−i(M1− i

2
Γ1)t (p |B0⟩+ q |B0⟩

)
− e−i(M2− i

2
Γ2)t (p |B0⟩ − q |B0⟩

)]
=
p

q
f−(t) |B0⟩+ f+(t) |B0⟩ ,

(1.19)

where
f±(t) =

1

2

(
e−i(M1− i

2
Γ1)t ± e−i(M2− i

2
Γ2)t
)

=
e−i(M1− i

2
Γ1)t

2

(
1± e−i(∆m− i

2
∆Γ)t

)
,

(1.20)

with ∆m ≡ M2 −M1, and ∆Γ ≡ Γ2 − Γ1, which indicates the difference of mass and
decay width between the two mass eigenstates, respectively.

1.1.3 CP violation in the decay of neutral B-mesons into CP
eigenstates

Here, we consider the decay of B-mesons into a CP eigenstate f with the CP eigenvalue of
ηf from a pure B0 or B0 state as an initial condition. Let us define the decay amplitudes
from each initial state as follows:
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B0 → f : A ≡ ⟨f |H |B0⟩ , (1.21)
B0 → f : A ≡ ⟨f |H |B0⟩ , (1.22)

λf ≡ q

p

A
A
, (1.23)

where H is a Hamiltonian for the transition. In the neutral B-meson system, ∆Γ/Γ ∼
O(10−3) thanks to the heavy mass of B-mesons. Thus, we can approximate Eq. 1.20 as
∆Γ ≈ 0 and Γ1 ≈ Γ2 ≈ Γ. Then, we can calculate the rate of decay B0 → f at time t as:

Γ(B0(t) → f) ∝ | ⟨f |H |B0(t)⟩ |2

= |A|2
(
|f+(t)|2 + |λf |2|f−(t)|2 + λff−(t)f

∗
+(t) + λ∗ff

∗
−(t)f+(t)

)
= |A|2 e

−Γt

2
((1 + cos(∆mt))+
|λf |2(1− cos(∆mt))− 2 sin(∆mt)ℑ(λf )),

(1.24)

and the decay rate of B0 → f can be calculated in the similar fashion:

Γ(B0(t) → f) ∝ | ⟨f |H |B0(t)⟩ |2

= |A|2
∣∣∣∣pq
∣∣∣∣2 (|f−(t)|2 + |λf |2|f+(t)|2 + λff+(t)f

∗
−(t) + λ∗ff

∗
+(t)f−(t)

)
= |A|2

∣∣∣∣pq
∣∣∣∣2 e−Γt

2
((1− cos(∆mt))+
|λf |2(1 + cos(∆mt)) + 2 sin(∆mt)ℑ(λf )).

(1.25)

In the neutral B-meson system, we can approximate as |q/p| ≈ 1, then the above
equations become

Γ(B0(t) → f) ∝ e−Γt|A|2
(
1− |λf |2 − 1

|λf |2 + 1
cos(∆mt)− 2ℑ(λf )

|λf |2 + 1
sin(∆mt)

)
,(1.26)

Γ(B0(t) → f) ∝ e−Γt|A|2
(
1 +

|λf |2 − 1

|λf |2 + 1
cos(∆mt) + 2ℑ(λf )

|λf |2 + 1
sin(∆mt)

)
.(1.27)

From the above two equations, we can calculate the time-dependent asymmetry
Asym(t) of the decay width between B0 → f and B0 → f as follows:

Asym(t) ≡ Γ(B0(t) → f)− Γ(B0(t) → f)

Γ(B0(t) → f) + Γ(B0(t) → f)

=
(|λf |2 − 1) cos(∆mt) + 2ℑ(λf ) sin(∆mt)

|λf |2 + 1

≡ ACP cos(∆mt) + SCP sin(∆mt)

(1.28)
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where ACP and SCP are defined as

ACP ≡ |λf |2 − 1

|λf |2 + 1
, and

SCP ≡ 2ℑ(λf )
|λf |2 + 1

.

(1.29)

According to Eq. 1.28, ACP and SCP are restricted within a circle with the unit
radius1. ACP is called the direct CP violation that arises if |A| ̸= |A|, which means
the decay amplitudes from B0 and B0 are different. SCP is called the mixing-induced
CP violation that occurs if λf has an imaginary phase, which means there is a phase
difference in the amplitude between two decay path of B0 → f and B0 → f .

1.1.4 CP violation in the decay of B0 → η′K0
S

In this subsection, we discuss a specific situation of CP violation in the decay of B0 →
η′K0

S . Among discussions in the previous subsections regarding CP violation in the mixing
of the neutral B-mesons, the only part that depends on the decay mode is λf given in Eq.
1.23. Let us expand this equation to a concrete form for our target decay. A Feynman
diagram for the decay is shown in Fig. 1.3.
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Figure 1.3: Two of the possible Feynman diagrams that represents B0 → η′K0
S decays.

The diagram on the left shows a penguin diagram and the right one shows a tree-level
diagram which is doubly Cabibbo suppressed.

First, we will calculate the q/p value. Among three box diagrams that represent
B0 − B0 mixing (with u, c, or t as an intermediate quark in the diagram), one with
the top quarks shown in Fig. 1.2 has a dominant contribution in the mixing amplitude
because of the heavy mass of top quarks. Also, the top quark cannot participate in the
process of an on-shell intermediate state since its mass is larger than b quark. Thus we
can represent M12 ∝ (VtbV

∗
td)

2m2
t and Γ12 ∝ (VtbV

∗
td)

2m2
b where mt is the mass of top

quark and mb is the mass of bottom quark as stated in literature [3, 8]. Therefore, we
can approximate Eq. 1.13 as follows:

1Asym(x) can be rewritten as Asym(x) =
√

ACP
2 + SCP

2(sin(α) cos(x) + cos(α) sin(x)) =√
ACP

2 + SCP
2 sin(x + α) with sin(α) = ACP√

ACP
2+SCP

2
and cos(α) = SCP√

ACP
2+SCP

2
. If |Asym(x)| ≤ 1,

then
√

ACP
2 + SCP

2 ≤ 1 holds.
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q

p
≈
√
M∗

12

M12

+O
(

Γ12

M12

)
≈ V ∗

tbVtd
VtbV ∗

td

. (1.30)

Next, let us discuss the calculation of A in Eqs. 1.21 and 1.22 that express the
amplitude of the transitions of b→ sqq̄. The transitions can be proceeded by the penguin
or tree diagram shown in Fig. 1.3, but the tree diagram is doubly Cabibbo suppressed in
our case, so here we consider only the penguin diagram. We can factorize the amplitude
explicitly only with CKM factors as follows:

A = V ∗
tbVtsPt + V ∗

cbVcsPc + V ∗
ubVusPu

= V ∗
cbVcs(Pc − Pt) + V ∗

ubVus(Pu − Pt)

(1.31)

A = ηCP (VtbV
∗
tsPt + VcbV

∗
csPc + VubV

∗
usPu) (1.32)

where ηCP = −1 is the CP-eigenvalue of η′K0
S final state, Pu,c,t is the parameters that are

not related directly to CKM factors, and the unitarity condition given in Eq. 1.3 is used.
The difference of Pi(i = u, c, t) is the type of propagator quark; the order of magnitude
of terms (Pc − Pt) and (Pu − Pt) will be the same. On top of that, according to Eq. 1.2,
V ∗
cbVcs is order of λ2 ≈ (0.22)2 and V ∗

ubVus is order of λ4 ≈ (0.22)4, so that the second
term is negligible. Hence, we can approximate A/A to (VcbV

∗
cs)/(−V ∗

cbVcs).
In the final step, we should include a factor from the K0 −K0 mixing as we consider

the final state only for K0
S , which is given by VcsV ∗

cd/V
∗
csVcd [9]. Finally, we can get λf by

multiplying the above three calculation results as follows:

λf ≈ V ∗
tbVtd
VtbV ∗

td

·
(
−VcbV

∗
cs

V ∗
cbVcs

)
· VcsV

∗
cd

V ∗
csVcd

= −V ∗
tbVtd
V ∗
cbVcd

VcbV
∗
cd

VtbV ∗
td

(1.33)

With the graphical interpretation of the unitarity condition shown in Fig. 1.1, we
can get a relation between λf and the first inner angle ϕ1 of the unitarity triangle as
λf ≈ −e−2iϕ1 . Therefore, we can connect ACP and SCP given in Eq. 1.29 with the actual
situation in the Standard Model for our target decay as follows:

ACP ≈ 0 and SCP ≈ sin(2ϕ1). (1.34)

1.2 Effects of New Physics in the decay of B0 → η′K0
S

In the aspect of exploring New Physics with CP violation in b → qq̄s decay, the B0 →
η′K0

S decay is prominent thanks to the following features:

1. The branching ratio is relatively higher than other b→ qq̄s process. (Table 1.1)

2. Low theoretical uncertainty for SM-only prediction because of the low contamina-
tion of the tree diagram. (Table 1.2[10])
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3. New Physics can contribute to the decay amplitude through the penguin diagram
due to the loop of W bosons in the diagram. (Fig. 1.3)
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Figure 1.4: An example Feynman diagram with New Physics of SUSY for B0 → η′K0
S

(left) and example Feynman diagram with charmonium transition of B0 → J/ψK0
S (right).

Decay mode from B0 Measured branching
fraction[11]

η′K0 (6.6± 0.4)× 10−5

π0K0 (9.9± 0.5)× 10−6

ϕK0 (7.3± 0.7)× 10−6

ωK0 (4.8± 0.4)× 10−6

ρ0K0 (3.4± 1.1)× 10−6

ηK0 (1.23+0.27
−0.24)× 10−6

Table 1.1: Measured branching fraction of decay channels to the charmless two-body final
states

Especially, the third item is important in the aspect of exploring New Physics because
a change of amplitude by New Physics enables us to determine the existence of New
Physics through CP asymmetry measurement. For example, SUSY can contribute to the
penguin diagram as shown on the left of Fig. 1.4 and create additional contributions that
can change λf . In the Feynman diagram with SUSY, a loop with the W bosons and the
internal quarks is replaced with a loop of gluino and internal squarks of which the flavor
transits along the process, which is a supersymmetric counterpart of gluons and quarks,
respectively. The transition for the flavor of squarks in SUSY can introduce a complex
phase[14], and it can affect measured CP asymmetries. If any New Physics that changes
the amplitude exists, the amplitude in Equations 1.21 and 1.22 will change. We used
the parameterization in literature [15] to get the model-independent relation of ACP and
SCP between the Standard Model and New Physics. The decay amplitude of A and A
changes as

A′ = |ASM |eiϕSM eiδSM + |ANP |eiϕNP eiδNP , and
A′

= ηCP (|ASM |e−iϕSM eiδSM + |ANP |e−iϕNP eiδNP )
(1.35)
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Decay mode from B0 Expected deviation [12] Data [13]
η′K0

S 0.01+0.01
−0.01 −0.05±+0.06

π0K0
S 0.07+0.05

−0.04 −0.11+0.17
−0.17

ϕK0
S 0.02+0.01

−0.01 0.06+0.11
−0.13

ωK0
S 0.13+0.08

−0.08 0.03+0.21
−0.21

ρ0K0
S −0.08+0.08

−0.12 −0.14+0.18
−0.21

ηK0
S 0.10+0.11

−0.07 –

Table 1.2: Theoretical expectation value within the Standard Model. The prediction is
given as a deviation of SCP in each decay mode having charmless two-body final states
from the value in the charmonium mode (B0 → cc̄K0). The averaged values of the
experimental measurement are also given.

where |ANP (SM)| is the magnitude of an amplitude, ϕNP (SM) is a weak phase which
violates CP symmetry, δNP (SM) is a strong phase which conserves CP symmetry from
New Physics (or from the Standard Model). Then, we can set as ϕSM = 0 and use an
approximation of q/p ≈ (V ∗

tbVtd)/(VtbV
∗
td) = e−2iϕ1 because Vcx (x = d, s, b) in Equation

1.33 does not have any complex phase as stated in Equation 1.2. Using these items, the
modified λ′f is obtained as the following equation:

λ′f =
q

p

A′

A′ = −e−2iϕ1
|ASM |eiδSM + |ANP |e−iϕNP eiδNP

|ASM |eiδSM + |ANP |eiϕNP eiδNP

= −e−2iϕ1
1 + re−iϕNP eiδ

1 + reiϕNP eiδ

(1.36)

where r = |ANP |/|ASM | and δ = δNP − δSM . The modified A
′
CP and S

′
CP due to the

insertion of New Physics is calculated as follows:

A
′

CP =
|λ′f |2 − 1

|λ′f |2 + 1
=

4r sin(δ) sin(ϕNP )

1 + r2 + 2r cos(δ + ϕNP )
· 1 + r2 + 2r cos(δ + ϕNP )

2(1 + r2) + 4r cos(δ) cos(ϕNP )

=
2r sin(δ) sin(ϕNP )

1 + r2 + 2r cos(δ) cos(ϕNP )

(1.37)

S
′

CP =
2ℑ(λ′f )
|λ′f |2 + 1

=
−2ℑ(e−2iϕ1(1 + r2e−2iϕNP + 2r cos(δ)e−iϕNP ))

2(1 + r2) + 4r cos(δ) cos(ϕNP )

=
sin(2ϕ1) + r2 sin(2ϕ1 + 2ϕNP ) + 2r cos(δ) sin(2ϕ1 + ϕNP )

1 + r2 + 2r cos(δ) cos(ϕNP )

(1.38)

According to the above equations for A′
CP and S

′
CP , we can constrain the three pa-

rameters of r, δ, and ϕNP by measuring the CP parameters and examining the difference
of measured values from the SM expectation of sin(2ϕ1).

Since CP asymmetries in the tree-level charmonium decay are not susceptible to New
Physics, we can take CP asymmetries in the channel as a reference value for the SM
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expectation. For example, the decay of B0 → J/ψK0
S of which a Feynman diagram is

shown on the right in Fig. 1.4 has small theoretical uncertainty. Furthermore, because
the decay is a tree process, the channel has a large branching ratio so that small statistical
uncertainty also can be achieved. Therefore, if there is any difference in CP asymmetries
between charmonium channels like B0 → J/ψK0

S and B0 → η′K0
S , it will be solid evidence

of the existence of New Physics.

1.3 The current status of CP violation measurements
Belle and BaBar reported the CP violation measurements in our target decay channel
using their dataset corresponding to the integrated luminosity of 711 fb−1 (N(BB̄) =

772M) and 426 fb−1 (N(BB̄) = 467M), respectively, as follows:

ACP = 0.03± 0.05(stat)± 0.03(syst)
SCP = 0.68± 0.07(stat)± 0.03(syst)

}
= Belle[16],

ACP = 0.08± 0.06(stat)± 0.02(syst)
SCP = 0.57± 0.08(stat)± 0.02(syst)

}
= BaBar[17].

The comprehensive results for ACP and SCP in the other channels are shown in Fig.
1.5. Especially, the internal note of Belle reports ACP and SCP only with our target
subchannel, and reported asymmetries are ACP = −0.058 ± 0.181 and SCP = 0.800 ±
0.259[18].

For the CP asymmetries in B0 → J/ψK0
S , Belle, BaBar, and LHCb reported the

value. The averaged ACP and SCP values are ACP = 0.000 ± 0.020(stat) and SCP =

0.695±0.019(stat)[19]. Also, averaged ACP and SCP values over all charmonium channels
are ACP = 0.005±0.015(stat) and SCP = 0.699±0.017(stat)[19]. We will use values from
the charmonium channels as a reference value for the SM expectation on CP asymmetries.

1.4 Overview and goal of this dissertation
In this dissertation, we are going to elaborate on the detailed methodology and result
for CP violation measurement in the decay channel of B0 → η′K0

S with a subchannel of
η′ → ηπ+π− and η → π+π−π0 using the experimental data of the Belle II experiment
until June 2022, which corresponds to the amount of 362 fb−1. The B0 → η′K0

S decay
is a key mode in exploring New Physics using CP-violation since the decay proceeds via
the penguin diagram and has a large branching ratio. The subchannel that we aim for
is hard to fully reconstruct due to it requiring six charged pions and two gammas for
the reconstruction of π0. Using the subchannel, we develop a universal methodology to
measure CP asymmetries in all the subchannels of B0 → η′K0

S , including the method
for the validation. Also, we discuss the prospect of CP-violation measurements in the
channel of B0 → η′K0

S with the methodology developed in this study at the target
luminosity of Belle II, 50 ab−1. Therefore, the main goal of this dissertation is to establish
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Figure 1.5: Average of CP asymmetries for ϕ1 from the various decays. The left plot
shows SCP = sin(2βeff) results, and the right one shows ACP = Af results[19].

a methodology to measure CP asymmetries in Belle II that can be applied to the channel
of B0 → η′K0

S and discuss the validation and prospect of the CP measurement in the
channel with the methodology using the experimental data.

After this chapter, we will first discuss the experimental apparatus to collect the
experimental data in Ch. 2, then explain the procedure to extract parameters for the
CP asymmetry. In Ch. 3, we will introduce an overview of the methodology for the
estimation in the experimental environment using the theory discussed in this chapter.
After that, we will explain how to reconstruct our target decay for the analysis in Ch. 4.
Then, in the following chapter of Ch. 5, we will prepare ingredients for a fitting procedure
to determine ACP and SCP from the reconstruction results. In the next chapter of Ch. 6,
we build the fitting procedure using the ingredients and validate it using various methods,
and finally, we describe the CP violation parameters with systematic uncertainties from
the Belle II experimental data. The last two chapters of Ch. 7 discuss the result and
prospect of this analysis with the experimental data from Belle II in the future and the
conclusion of this dissertation. To sum up, we will discuss the whole procedure, including
the reconstruction, signal extraction, resolution function, extraction of CP parameters,
and the systematic uncertainty that is capable of measurement even with high statistics
of 50 ab−1 in the future in this dissertation.
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Chapter 2

Experimental Apparatus

In this section, we will explain the experimental apparatus for the Belle II experiment.
Belle II is an experiment for particle physics that aims to discover New Physics through
the flavor physics in B-mesons. Since one of the main concepts of the experiment is
focused on B-mesons, the experiment is often called B-factories. The experiment is at
High Energy Accelerator Research Organization (KEK) in Tsukuba-shi, Japan. It covers
a vast solid angle for the interaction point (IP) using its subdetectors to record physical
phenomena at the IP arising from collisions of asymmetrically accelerated electrons and
positrons from SuperKEKB. SuperKEKB accelerator, the successor of KEKB accelerator,
is tuned to produce plenty of B-mesons and has the highest luminosity in the world.

2.1 SuperKEKB
SuperKEKB is an electron-positron collider that accelerates electrons to 7 GeV and
positrons to 4 GeV. It comprises six components as shown in Fig. 2.1[20]: an elec-
tron source, linear accelerator, positron generator, damping ring, and two main rings for
electrons and positrons. The main ring for electrons is called High Energy Ring (HER),
where electrons move in the clockwise direction, and that for positrons is called Low En-
ergy Ring (LER), where positrons move in the opposite direction to the electrons. Two
beams collide at the interaction point where is the center of the Belle II detector, and the
center of mass energy of the collision is tuned 10.58 GeV, which is a resonance energy of
Υ(4S) that decays mainly to a pair of B-mesons.

SuperKEKB evolved in many aspects from KEKB to achieve 30 times higher luminos-
ity than its predecessor. For example, the accelerator adopts the ”nano-beam scheme“,
which squeezes the vertical beta function into 0.3 mm at the IP, which is 20 times smaller
than that of KEKB. Two beams cross in SuperKEKB with a large angle of 83 mrad, which
helps to avoid the degrading of luminosity (hourglass effect) and allows to place of the
focusing magnet to be closer to the IP. On top of that, the beam current for both rings
will be doubled, increasing the luminosity further[20].
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Figure 2.1: Configuration of SuperKEKB with Belle II.

On the other hand, there are challenges in CP violation measurement with improved
SuperKEKB. The nano-beam scheme requires a narrow dynamic aperture around the IP,
and it makes the shorter lifetimes by the Touschek effects. To mitigate the problems,
the beam energy of LER is increased, and the asymmetry of beam energies became
smaller than from KEKB[21]. Due to the smaller asymmetry, the boost factor (βγ) in
the center of the mass system is reduced to 0.287, which is a 2/3 level of KEKB. This
might negatively affect the resolution for the decay time determination of B-mesons.
Also, more intensive beam backgrounds due to the highly focused beam and increased
beam current are another challenge that Belle II should deal with for measurements of CP
asymmetries. The following section will explain how Belle II copes with these challenges.

2.2 The Belle II detector
The Belle II detector is a general-purpose detector that consists of data acquisition sys-
tems (DAQ), triggers, superconducting solenoid magnets, and the following subdetectors:

• Vertex detector: This subdetector consists of PXD (Pixed Detector) and SVD (Sil-
icon Vertex Detector), located closest to the interaction point, precisely measures
the positions of charged particles.

• Central Drift Chamber (CDC): This wire chamber measures the trajectory of
charged particles and provides information on their momenta and energy losses
in the detector volume.

• Electromagnetic Calorimeter (ECL): This calorimeter is designed to measure the
energy of electrons and photons and help identify these particles.

• Time-of-Propagation counter (TOP): This counter provides particle identification
of charged K and π in the barrel part of the Belle II detector.

14
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Figure 2.2: Top view of the Belle II detector.

• Aerogel Ring Image Cherenkov detector (ARICH): This ring image counter allows
identification of charged K and π at the forward end-cap part of the Belle II de-
tector.

• K0
L and µ detector (KLM): This subdetector is the outermost part of the Belle II

detector and is dedicated to identifying K0
L and µ that can reach the subdetector.

Figure 2.2[22] shows a top-view scheme of the Belle II detector. Those subdetectors
will be reviewed in the following subsections, and here we will explain the peripheral
components of the Belle II detector rather than the subdetectors.

A superconducting solenoid magnet provides a strong magnetic field of which intensity
is about 1.5 T along the median of the HER and LER beam line for the Belle II detector,
which is extended to the inside of KLM. This magnetic field bends the trajectory of
charged particles, allowing for the determination of the momenta of the particles. The
detector is in the first period of long-shutdown (LS1) to upgrade its subdetectors from
July 2022. Belle II and SuperKEKB will resume their operation at the end of 2023.
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Coordinate system of the Belle II detector We set the Cartesian coordinate system
(x, y, z) for the laboratory frame in our analysis. The unit vector x̂ indicates the radial
outside direction of the main ring, ŷ is equal to the vertically upward direction, and ẑ

lies on the median line of two beam axes of HER and LER and its direction can be
determined from right-hand law, which is the same as the right direction in Fig. 2.2. The
origin point of (x, y, z) = (0, 0, 0) of the Belle II detector is the nominal point of the IP.

Parameterization for the trajectory of charged particles In the Belle II exper-
iment, the trajectory of a charged particle is a helix due to the magnetic field of the
Belle II detector. The trajectory is called “Track”, and the helix of a track is described
by five parameters: (d0, z0, ϕ0, ω, tan(λ)). We need a pivot which can be any point on the
helix for the parameterization with those parameters. We define the pivot as the Point Of
Closest Approach (POCA), which is the closest point of the helix from the origin point
of the Belle II detector. The description of each parameter is shown in the following list,
and Fig. 2.3 gives the graphical illustration of the parameters

• d0: The signed distance of POCA to the z-axis in the x-y plane.

• z0: z coordinate of POCA

• ϕ0: The azimuthal angle of the transverse momentum of the track at POCA

• ω: Signed curvature of the helix in the x-y plane. The particle charge and direction of
the magnetic field determine the sign.

• tan(λ): Tangent of the trajectory in ϕ-z plane. ϕ is a 2-D polar angle on the x-y plane.

2.2.1 Vertex Detector

Vertex detection of the Belle II detector is one of the most critical features in the time-
dependent CP violation measurement, as the analysis requires precise vertex information
to reconstruct the proper decay time difference of the neutral B-mesons. To measure the
vertex precisely, the vertex detector of Belle II is installed at the innermost place and
consists of two parts of semiconductor detectors: PXD(Pixel Detector) and SVD(Silicon
Vertex Detector). In the nano-beam scheme, we have a smaller radius of the beam
pipe and more background incidents in the innermost layer of the vertex detector, so we
cannot realize a high-precision vertex detector only with strip detectors due to its high
occupancy, which the Belle experiment adopted.

PXD is introduced to deal with these problems, which has a much larger number of
silicon pixel channels, so it has a much lower occupancy. This semiconductor detector
is located just around the beam pipe and can measure the 2D position where a charged
particle passes through the detector with a spatial resolution of a few micrometers[21].
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Figure 2.3: Definition of helix parameters in case of negatively charged particles. A blue
solid line indicates the projected trajectory of the particle. (a) describes definition of
d0, ϕ0, and ω, and (b) shows the definition of z0. (c) illustrates definition of tan(λ). ϕ
coordinate of (c) is the polar angle of the helix in the r-ϕ (x-y) plane.

PXD has two layers; the innermost layer is fully-equipped, but the outer layer has only
two module ladders. During the LS1, the entire PXD subdetector will be replaced with
the fully functional second layer.

SVD is a Double-sided Silicon Strip Detector(DSSD) and is installed just outside
of PXD with four layers, which has the spatial resolution of ∼ 20µm for the charged
particles that pass through the detector[23]. SVD provides not only the position of
charged particles but also the region of interest for the PXD detector. PXD has many
channels; we cannot gather signals from all channels of the detector due to the limited
bandwidth. Therefore, the front-end electronics of PXD read out data only within the
region of interest determined from an extrapolation of tracks from SVD onto PXD to
reduce the amount of data to be processed.

The vertex detector is placed in a windmill structure, as shown in Fig. 2.4d with
a radius of 14 mm, 22 mm, 39 mm, 80 mm, 104 mm, and 135 mm for each layer. 3D
modelings of PXD, SVD, and the entire VXD structure are given in Figs. 2.4a, 2.4b, and
2.4c, respectively. With this configuration, the vertex detector of the Belle II experiment
can have the tracking resolution with the order of O(10µm).

2.2.2 Central Drift Chamber

The Central Drift Chamber (CDC) is a drift chamber filled with a gas mixture of 50%
helium and 50% ethane by their weight and is important for our analysis. It is one of the
main parts for tracking the charged particle, such as the reconstruction of charged tracks,
measuring their momenta with high precision, and providing trigger signals for events of
B-mesons with the coverage of 17◦ < θ < 150◦, θ is the polar angle along the z-axis.
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(a) Enlarged 3D modeling of 2-layer PXD[21] (b) 3D modeling of 4-layer SVD[21]

(c) 3D modeling of the entire VXD with peripheral components, such as beam pipe and sup-
ports[24]. The coordinate system of the figure is unrelated to the lab frame of Belle II.

(d) The windmill stricture for VXD[25].

Figure 2.4: Geometrical configurations for the vertex detector. Note that the size of PXD
in the 3D modeling is exaggerated.
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On top of that, it measures the energy loss (dE/dx) within its gas mixture volume and
provides useful information for particle identification(PID). Especially CDC can identify
the charged tracks with low momentum, which cannot reach the additional subdetectors
for PID located outside of the CDC. In those aspects, CDC is crucial for our analysis
because the target sub-channel requires six charged tracks and their momenta for the
reconstruction and good PID performance to reject background events.

CDC consists of two types of wires: one is the field wire to make an electric field, and
another one is the sensor wire that catches the signal from the charged particle. It has
14336 sense wires over 56 layers, and the layers are grouped into a super layer(SL); the
first SL consists of 8 layers and otherwise contains 6 layers. Also, there are two types of
SL: the axial and stereo layers. An axial layer is a group of wires that are parallel to the
beamline (the z-axis), while a stereo layer is a group of wires twisted at a specific angle in
the polar angle direction relative to the axis of the CDC cylinder. A graphical description
of each type of the super layers is given in Fig. 2.5. The axial layers are sensitive to the
distance r from the IP on the r-ϕ (x-y) plane. Stereo layers are introduced to measure
the z coordinate from CDC. Thanks to the twisted wire configuration relative to the
cylindrical axis of CDC, we can measure the z position of trajectory points of charged
particles using the hit-time information from the stereo layers.

2.2.3 Electromagnetic Calorimeter

Electromagnetic Calorimeter(ECL) is an array of scintillation crystals of CsI(Tl), and
Belle II reused the ECL detector of Belle. It detects photons with high efficiency and
measures their energy and angular coordinates, and provides information to identify
the electron by using E/|p⃗| value, which is deposited energy on ECL over the measured
momentum of a charged particle from tracking devices(VXD and CDC). Also, it generates
a proper signal for the ECL trigger and is used to measure the on and off-line luminosity
calculation using Bhabha scattering or pair annihilation of e+e− pair in the collision.
The array in the barrel contains 6624 CsI(Tl) crystals of which the cross-section toward
the IP is 6 × 6cm2, and the length is 30cm (16.1X0). The end-cap part consists of 2112
crystals. The scintillation lights are digitized by photodiodes glued to each crystal, and
relevant electronics that are renewed to deal with the pile-up events of CsI(Tl) crystals
at the higher background environment.

Since our target channel contains π0 in the final state and decays into a pair of photons,
the performance of this detector is important for our analysis. According to the study
from Belle, the invariant mass resolution for π0 → γγ is 4.75± 0.08MeV/c2 [27], which is
adequate for our analysis.
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Figure 2.5: Two types of the super layers in CDC[26].

Figure 2.6: Wire configuration for CDC of Belle II [26].
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2.2.4 Identification of π/K

Belle II has two subdetectors to distinguish the charged K and π, which one is TOP
for the barrel and another one is ARICH for the end-cap part. These systems play
an important role in the measurement of CP asymmetries with our target subchannel
because it needs six charged pions to reconstruct the decay of B0 meson through the
subchannel, and for the successful reconstruction of the signal decay, all of them should
be true pions and reject all of the fake pions. Also, the subdetectors aid in identifying
the flavor of B-meson, which is essential information for our analysis.

ARICH covers the forward end-cap area and consists of the following four parts[21]:

• Aerogel radiator: In here, photons by Cherenkov radiation are produced when
charged particles pass through with the velocity v of v > c/n where c is the speed
of light, and n is the relative index of refraction of the radiator,

• Photon detectors: An array of Hybrid Avalanche Photo-Detector (HAPD) that can
detect single photons with high efficiency even in a strong magnetic field of the
Belle II detector and measure the position of the photons with good resolution, and

• Expansion volume: Gap between the radiator and photon detectors to enable pho-
tons from the radiator to form rings on the surface of the photon detectors.

• Readout systems: An electronic system to digitize and encode signals from the
photon detector and transfer the data to the DAQ system.

Photon detector:
144-ch HAPD

200 mm

Charged
particle

Radiator:
Silica aerogel

𝜋:
𝐾:

Figure 2.7: Geometry of ARICH and the principle of π/K identification in the ARICH
counter. The solid and dotted lines with cones illustrate the emitted Cherenkov light
from charged pions and kaons, respectively. Redrawn based on a figure in literature[28].
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This subdetector reconstructs the ring image from the Cherenkov photons and deter-
mines the Cherenkov angle from the ring image. Since the angle depends on the mass
of charged particles, we can calculate the mass of the incident particles with the angle
and the momentum of the particle estimated in the tracking system of Belle II so that
ARICH can identify the charged kaons and pions. This principle is illustrated in Fig. 2.7.
According to literature[28], π and K identification efficiency was estimated at 97.4% and
4.9% at the particle momentum of 3.5 GeV/c, respectively. Study of literature[29] reports
that π identification efficiency was estimated at (93.5 ± 0.6)% and the fake rate for the
charged pions is (10.9 ± 0.9)% using the decay of the channel of D∗+ → D0(K−π+)π+

from the e+e− collision data.
TOP provides information to separate π± and K± in the barrel part of the Belle II

detector. It consists of a bar-shaped radiator of quartz to generate Cherenkov lights, a
mirror attached at the end of the radiator, and a Micro-Channel Plate Photomultiplier
(MCP-PMT) with a prism as the light guide installed at the other end. This subdetector
identifies the charged pions and kaons using Cherenkov lights. Figure 2.8 shows the basic
geometry of TOP and provides a basic idea to identify the π± and K± using Cherenkov
lights in TOP.

450mm

20mm

𝑋!"#$% = 456 mm
𝑋&'( = 448 mm

𝐿 = 2700 mm

Quartz radiator
Linear-array type

photon detector

𝜋± 𝐾±

Cherenkov angle 𝜃*
𝜃!

Charged particle

𝑥

𝑦

𝑧 (𝐿 = 100 mm)
Prism

Figure 2.8: Basic geometry of TOP with charged particle and Cherenkov lights in case
of charged K and π. Redrawn based on a figure in literature [21, 30]. Note that this
figure’s coordinate is unrelated to the lab frame discussed in the previous subsection.

TOP measures the photon with 2D coordinates of (x, y) shown in Fig. 2.8 and the
propagation time of Cherenkov photons with better resolution than 100 ps. The distri-
bution of position and propagation time of Cherenkov photons in TOP is compared with
pre-evaluated PDF for particle hypotheses based on tracking information from the inner
detector. TOP calculates the likelihood of hits with PDFs for each hypothesis and pro-
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vides their ratios to determine the type of incident particles. Figure 2.9 shows an example
hit distribution and calculated 2D PDF of an incident charged K track from the decay
of D∗+ → D0(K−π+)π+.

Figure 2.9: 2D PDF with a hypothesis of charged π and K overlapped with the 2D dis-
tribution of hits by position (Pixel column) and the time of the incident of the Cherenkov
light from a charged K track. The Kaon hypothesis fits much better[30].

2.2.5 K0
L and µ Detector

K0
L and µ detector (KLM) is installed at the outermost part and surrounds all parts,

including the solenoid of the Belle II detector, and identifies the two particles that can fly
to outside of the Belle II detector due to their long lifetime. This subdetector consists of
an alternating sandwich structure with the resistive plate chamber (RPC) or the plastic
scintillators as an active detector and the 4.7cm-thick iron plates as an absorber. As
shown in Fig. 2.2, KLM is separated into three parts of the barrel and forward or
backward end-cap parts. The barrel part has an acceptance of 45◦ < θ < 125◦ and
the forward and backward end-caps provide an extended acceptance so that the total
acceptance is 20◦ < θ < 155◦.

The active volume of the subdetector in the barrel and end-cap part is different.
KLM in the barrel part utilizes the RPC as an active part inherited from Belle, but
the innermost two layers use the scintillator as an active material. On the other hand,
the beam background in the end-cap region is severe, so RPC cannot deal with such an
environment due to its long dead time. Therefore, KLM in the region adopted an active
layer of scintillators equipped with wavelength-shifting fiber and Silicon Photomultiplier
(SiPM) for its readout.
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Particle identification of KLM starts from the information from the tracking system
in the inner part, mainly CDC. µ is a charged particle that leaves signals in the tracking
system and makes a track. This track is extrapolated to KLM and matched to a KLM hit
cluster with penetrating depth. In the situation of K0

L, the particle cannot make tracks
because it is a neutral particle, so the hit cluster in KLM cannot be matched with the
extrapolated tracks, and we identify the two particles from this feature.

2.2.6 Trigger and Data Acquisition System

The trigger and data acquisition systems are essential for all physics analysis in Belle II.
The Belle II trigger system comprises hardware-based level-1 (L1) and software-based
high-level triggers (HLT). L1 trigger processes data from subdetectors of CDC, ECL,
TOP, and KLM in real time to reject backgrounds, detect physically interesting events
and issue the L1 signal to record the corresponding event. A brief schematic for the L1
trigger system is shown in Fig. 2.10. Information from four subdetectors is combined
in Global Reconstruction Logic (GRL), and Global Decision Logic (GDL) makes a final
decision to issue the L1 trigger signal to record the corresponding event. Since events
from B-mesons usually make tracks of more than three with large opening angles and
significant energy deposition on ECL, the trigger system uses information from ECL and
CDC as primary sources for the determination of the L1 signal, and KLM and TOP
systems are used as auxiliary systems to determine the event timing. The goal of the
trigger rate is 30 kHz, which is determined by DAQ system capability, and it is also
required that the whole process for the trigger decision should be made within 5µs due
to requirements from ASICs of SVD electronics.

Figure 2.10: A block diagram of the Belle II trigger system.
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HLT is performed on a computing cluster with a specially designed software framework
named the Belle II Analysis Software Framework (basf2), a set of executables and libraries
for the Belle II experiment[31]. If the L1 trigger is issued, the trigger signal is distributed
by the front-end timing switch module (FTSW) to deliver the signal with proper timing
to all destinations (e.g., front-end electronics for all subdetector). Then, subdetectors
except for PXD will send data to HLT using the COPPER module, a standard module
for data transferring in Belle II. Data from PXD are transferred by a unique path to
select the meaningful PXD hits using track information extrapolated from SVD. On the
computing cluster for HLT, the final hit selection of PXD and the complete reconstruction
of an event from the event builder is performed. This process is illustrated in Fig. 2.11
and reduces the size of data sent by L1 triggers to 20% level.

Figure 2.11: A scheme for the Belle II data acquisition[32].

Universal Trigger board 4 (UT4) The experimental condition of Belle II requires
a large variety of calculations within the limited time interval to the trigger system of
Belle II, and the system copes with such a complicated problem with a universal electronic
board with an FPGA called Universal Trigger (UT) board. UT4, the fourth generation of
the board, was introduced in 2019 with largely improved performance of the FPGA and
component devices like optical interfaces from its predecessor of UT3, as given in Tab.
2.1. We develop firmware for basic functionality to utilize the boards for the experiment,
such as input or output through VME bus, clock or temperature monitoring, and device
management, and contribute to extending the capability of the trigger system of Belle II.

2.3 Data-taking status of the Belle II experiment
The Belle II started the Run 1 physics data taking in April 2019 and continued it until
June 2022. Currently, the Belle II operation is stopped as Belle II is having the first Long-
Shutdown (LS1) to perform the subdetector upgrades, such as installing the complete
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Items UT3 UT4

FPGA Model Xilinx Vertex 6
XC6VHX380 (565T)

Virtex UltraScale 7
XCVU080 (190)

Number of logic gates 382K (580K) 975K (2026K)
Bandwidth of the optical interface 530 Gbps 1300 Gbps

Internal RAM None DDR4 32 GiB

Table 2.1: Comparison of Universal Trigger 3 and 4

second layer of PXD, adding radiation shields around VXD, and replacing PMTs of TOP
to a long-lifetime version. Until starting LS1, SuperKEKB achieved its new world record
of the instantaneous luminosity of 4.7×1034 cm−2s−1, and Belle II collected 424±3 fb−1 of
data from e+e− collision by SuperKEKB. The detailed status of integrated luminosity is
shown in Fig. 2.12. Especially, SuperKEKB produced the Υ(4S) on-resonance collisions
of the integral luminosity of (362±2) fb−1 in the pre-LS1 operation, which corresponds to
(387± 6)× 106 pairs of B-mesons. We used the full dataset of the B-mesons for analysis
in this dissertation.

Belle II is planning to accumulate a 50 times larger integrated luminosity than Belle.
To achieve the goal, Belle II will have another long-shutdown around 2027 to upgrade the
final beam-focusing magnets installed around the IP. The summary for the luminosity
plan is shown in Fig. 2.13.
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Figure 2.12: The total recorded luminosity before starting LS1[33].

Figure 2.13: Future plan for luminosity for Belle II [33].
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Chapter 3

Overview of the Analysis

In this chapter, we will discuss the theory of measurement for the CP violation in a
specific scenario for the time evolution of a B0B0 pair from decays of e+e− → Υ(4S) →
B0B0 in the Belle II experiment and an overview of the strategy for our analysis for the
measurement.

3.1 Time evolution of B0B0 system from Υ(4S)

In the Belle II experiment, a pair of the neutral B-mesons (B0 and B0) is produced from
Υ(4S) vector resonance created in the collision of asymmetrically accelerated electrons
(7 GeV) and positrons (4 GeV). Although the pair oscillates, as discussed in Ch. 1, they
never have the same flavors as B0B0 or B0B0 at the same time because they are produced
at the C = −1 eigenvalue and preserve it. Using this feature, if we know the flavor of the
B-meson on one side (we will call it as tag-side B meson or Btag.) at a certain time t,
we can identify the flavor of the B-meson on the opposite side (we will call it as CP-side
B meson or BCP.) as it will have the opposite flavor from its counterpart at the time t,
even if we cannot identify the flavor of CP-side B mesons directly (i.e. CP side goes to
a final state of CP eigenstates).

Let us consider the situation stated above quantitatively. If there is no asymmetry in
the decay rate to the CP-eigenstate from B0 and B0, an initial state at their production
at the time of tCP = ttag = 0 with C = −1 eigenvalue is given as

|BCP(tCP = 0)Btag(ttag = 0)⟩ = 1√
2

(
|B0

CP⟩ |B
0

tag⟩ − |B0

CP⟩ |B0
tag⟩
)
. (3.1)

Then, we can expand the above equation at a certain time of tCP for BCP and ttag for
Btag with Eqs. 1.18 and 1.19 as follows:
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|BCPBtag(tCP , ttag)⟩ =
1√
2

(
|B0

CP(tCP )⟩ |B
0

tag(ttag)⟩ − |B0

CP(tCP )⟩ |B0
tag(ttag)⟩

)
=

1√
2

(
p

q
[f+(tCP )f−(ttag)− f−(tCP )f+(ttag)] |B0

CPB
0
tag⟩

+ [f+(tCP )f+(ttag)− f−(tCP )f−(ttag)] |B0
CPB

0

tag⟩

+ [f−(tCP )f−(ttag)− f+(tCP )f+(ttag)] |B
0

CPB
0
tag⟩

+
q

p
[f−(tCP )f+(ttag)− f+(tCP )f−(ttag)] |B

0

CPB
0

tag⟩
)

(3.2)

using Eq. 1.20, we can get the following relations:

f+(t1)f−(t2)− f−(t1)f+(t2) =
1

4
e−iM1(t1+t2)−Γ

2
(t1+t2)

(
(1 + e−i∆mt1)(1− e−i∆mt2)−
(1− e−i∆mt1)(1 + e−i∆mt2)

)
=

1

2
e−i(t1+t2)(M1+

∆m
2

)−Γ
2
(t1+t2)

(
ei∆m

t2−t1
2 − ei∆m

t1−t2
2

)
=

1

2
e−i

M1+M2
2

(t1+t2)−Γ
2
(t1+t2)

(
−2i sin

(
∆m(t1 − t2)

2

))
= −ie−

Γ
2
T e−i

M1+M2
2

T sin
(
∆m∆τ

2

)
(3.3)

where T = t1 + t2 and ∆τ = t1 − t2. Similarly, we can get also

f+(t1)f+(t2)− f−(t1)f−(t2) = e−
Γ
2
T e−i

M1+M2
2

T cos
(
∆m∆τ

2

)
. (3.4)

Then, we can calculate Eq. 3.2 with the Eqs. 3.3 and 3.4 with the substitution of
t1 = tCP and t2 = ttag as follows:

|BCPBtag(∆τ , T )⟩ =
1√
2
e−

Γ
2
T e−i

M1+M2
2

T

(
cos
(
∆m∆τ

2

)(
|B0

CPB
0

tag⟩ − |B0

CPB
0
tag⟩
)

−i sin
(
∆m∆τ

2

)(
p

q
|B0

CPB
0
tag⟩ −

q

p
|B0

CPB
0

tag⟩
))

.

(3.5)

The above equation proves that the pair of B-mesons cannot have the same flavor at
∆τ = 0, which means the same time (tCP = ttag). Then, we will consider a situation of
the decay of the BCP and the Btag. Let ftag is a final state from B0

tag and f̄tag is a final state
fromB

0

tag and define their amplitude as a ≡ ⟨ftag|H |B0
tag⟩ and ā ≡ ⟨f̄tag|H |B0

tag⟩. We will
assume that ftag cannot be reached from B

0

tag so that ⟨ftag|H |B0

tag⟩ = ⟨f̄tag|H |B0
tag⟩ = 0.1

1Generally, this is not true, but the deviation on ACP and SCP due to this effect is sufficiently small
at the per-mile level, so we can consider the effects as a systematic uncertainty, which is described in
Sec. 6.3.10.
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Also, we will redefine Eqs. 1.21, 1.22, and 1.23 for a final state fCP which is a CP
eigenstate: A ≡ ⟨fCP |H |B0⟩ and Ā ≡ ηCP ⟨fCP |H |B0⟩ where ηCP is the CP-eigenvalue
of the final state. With these definitions and assumptions, we can obtain the decay
amplitude for the tag-side flavor B0

tag as follows:

| ⟨fCPftag|H |BCPBtag(∆τ , T )⟩ |2 =
1

2
e−ΓT

∣∣∣∣(aĀ cos
(
∆m∆τ

2

)
+ aAp

q
i sin
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∆m∆τ

2

))∣∣∣∣2
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1

2
e−ΓT |aA|2

∣∣∣∣pq
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2

)
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2

))∣∣∣∣2
≈ 1

2
e−ΓT |aA|2

(
|λf |2 cos2

(
∆m∆τ

2

)
+ sin2

(
∆m∆τ

2

)
+ cos

(
∆m∆τ

2

)
sin
(
∆m∆τ

2

)
(iλ∗f − iλf )

)
≈ 1

2
e−ΓT |aA|2

(
|λf |2

1 + cos(∆m∆τ)

2
+

1− cos(∆m∆τ)

2
+ ℑ(λf ) sin(∆m∆τ)

)
≈ 1

4
e−ΓT |aA|2

(
(|λf |2 + 1) + (|λf |2 − 1) cos(∆m∆τ) + 2ℑ(λf ) sin(∆m∆τ)

)
(3.6)

where the approximation of |q/p| ≈ 1 is used. The equivalent equation for the B0

tag can
be obtained similarly.

| ⟨fCP f̄tag|H |BCPBtag(∆τ , T )⟩ |2 ≈
1

2
e−ΓT

∣∣∣∣(āA cos
(
∆m∆τ

2

)
− āĀq

p
i sin

(
∆m∆τ

2

))∣∣∣∣2
≈ 1

2
e−ΓT |āA|2

∣∣∣∣(cos
(
∆m∆τ

2

)
− iλf sin

(
∆m∆τ

2

))∣∣∣∣2
≈ 1

4
e−ΓT |āA|2

(
(|λf |2 + 1)− (|λf |2 − 1) cos(∆m∆τ)− 2ℑ(λf ) sin(∆m∆τ)

) (3.7)

In this context, ∆τ = tCP − ttag becomes the difference of decay time between CP and
tag-side B mesons, and T is the summation of their lifespan. Experimentally, we cannot
measure the lifespan of each B-meson with a reliable method; T cannot be determined in
our case. If we integrate the two above equations for T over the range of 0 < tCP < ∞
and 0 < ttag <∞, we can get rid of T from the equation and get the following decay rate
which is a function of ∆τ and the flavor of tag-side B meson.

Γ(∆τ , qtruetag ) ∝ e
− |∆τ |

τ
B0
(
1 + qtruetag (ACP cos(∆m∆τ) + SCP sin(∆m∆τ))

)
(3.8)

where qtruetag is a sign function that indicates the true flavor of Btag of which value is
+1 for B0

tag and −1 for B0

tag, and τB0 ≡ 1/Γ is the lifetime of neutral B-mesons. The
actual probability for extraction of CP-violating parameters from this situation will be
discussed in Ch. 6.2
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3.2 Overview of the measurement procedure
We will discuss how to extract ACP and SCP in Eq. 3.8 from the measurement results
of the Belle II experiment in this section. Experimentally, we should reconstruct the
decay of B0 → η′K0

S , which is a final state of the CP eigenstate and need two pieces of
information to extract CP asymmetries from the reconstruction result:

• Reconstructed proper decay time difference ∆t, which is a estimated ∆τ , and
• The flavor of tag-side B meson (qtag), which is a estimation result for qtruetag .

Since we cannot know the “true” information of ∆τ and qtruetag but can estimate the two
variables and get ∆t and qtag, we should consider the incompleteness of the estimation
in extracting the CP asymmetries. Thus, we first reconstruct the target decay, then
determine ∆t and qtag, and finally, extract CP-violating parameters by fitting the PDF
to (∆t, qtag) distribution with consideration of the incompleteness in the reconstruction
or estimation of ∆t and qtag. This procedure is called “CP Fitting” in this dissertation,
and its overview is shown in Fig. 3.1.

𝜋±
𝒆!𝐞"

→ 𝚼(𝟒𝑺)
𝑒±, …

𝐾±
𝐾"#

𝜂′/ 𝜂

𝑩𝒕𝒂𝒈𝟎

𝑩𝑪𝑷𝟎
𝜋$	𝜋%

𝜋$	𝜋%

𝜋#

𝐵' → 𝜂(𝐾)'
𝜂( → 𝜂𝜋*𝜋+ /  𝜂 → 𝜋*𝜋+𝜋'

Δℓ

Proper decay-time estimation:
Δℓ = ℓ,- − ℓ./0 → Δ𝑡 = Δℓ 𝛽𝛾𝑐⁄

Reconstruction of 𝐵,-'

Flavor tagging of 𝐵./0'  (𝑞./0)
Tag-side particles
(Rest Of Event)

Target decay:

Figure 3.1: Definition of tag-side particles and a simplified view of the estimation proce-
dure to determine the parameters of time-dependent CP violation.

We use a subdecay of B0 → η′K0
S with the final state particles of six charged pions and

one neutral pion, which is η′ → ηπ+π−, K0
S → π+π− and η → π0π+π−. Reconstruction

of the subdecay is highly challenging since we need six charged particles and two gammas
to reconstruct π0, and details of the reconstruction will be explained in the later chapters.
In the following subsections, we will discuss the techniques briefly which determine ∆t

and qtag for our analysis.

3.2.1 Vertex fitting

To determine the proper time difference ∆t, we should estimate the decay vertex of
two neutral B-mesons. The vertex for BCP and Btag is determined by performing the
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kinematical fittings with some constraints, called “Vertex fitting”. From the vertex fitting,
we measure the relative difference in lifespan between B-mesons by utilizing the difference
of the z-coordinate of the decay vertex of the particles along the boost direction. From
these two lengths, we calculated ∆t as follows:

∆t =
ℓCP − ℓtag

βγc
(3.9)

where ℓ is the flight length of B-mesons along the boost direction, c is the speed of light,
and γ and β is the Lorentz factor of Υ(4S) in the lab frame, which can be determined from
the beam parameter. There are remaining things to take into account ∆t properly, such
as relativistic effects, moving of B-mesons in the frame of Υ(4S), and detector response
on ∆t reconstruction. We will consider those effects in the resolution function on the
basis of event-by-event by using conditional variables. This matter will be discussed in a
later chapter.

We utilized the treeFit algorithm[34] to determine the decay vertex of BCP. It recon-
structs the vertex position of BCP and all intermediate particles in the decay chain using
the helix information of charged particles in the final state. We used the vertex and mo-
menta of BCP and χ2 value from the vertex fitting for our analysis. For the CP-side vertex
fitting, two types of constraint are used. One of them is the kinematical constraint, which
is that the momentum of intermediate-state particles of η′, π0, and K0

S is constrained so
that its invariant mass is the value reported by the Particle Data Group[11]. Another
one is IP constraint, which requires the virtual trajectory of BCP starting from the IP,
and its direction is the reconstructed momentum of BCP, as shown on the left side of Fig.
3.2.

For the tag-side vertex fitting, we used KFit algorithm[35] with iterative removal
treatment[36] with BTube constraint[37]. Especially, we do not know any kinetic con-
straints on the tag-side, such as the decay chain for the decay of Btag. Thus, we perform a
kinematic fit using all tracks with a constraint that the tracks originate from a single Btag
vertex. The BTube constraint is a requirement that the reconstructed vertex of B0 decay
should lie within a certain region of space known as the BTube. The BTube is defined as a
cylinder around the axis of momentum of tag-side B meson, with dimensions determined
by the estimated production point of B0

CP and its uncertainty, and the direction of the
momentum of CP-side B meson. This procedure is illustrated on the right side subplot in
Fig. 3.2. We can improve the resolution of tag-side vertex fitting and perform the vertex
fitting even if there is only one reconstructed track on the tag-side. The iterative removal
method is a method to reject tracks originating from long-lived intermediate states of
charm quarks. If reduced χ2 from vertex fitting is above threshold(20), then the most
contributing tracks to χ2 will be removed from vertex fitting. This procedure will be
continued until the reduced χ2 reaches the threshold or no more track in the input list.
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Figure 3.2: Graphical description of constraints in the vertex fitting for each side. (a)
indicates IP constraint for CP-side vertex fitting, and (b) shows BTube constraint for
tag-side vertex fitting.

3.2.2 Flavor tagging

Tagging the flavor of tag-side B meson is also essential information in CP fitting. We de-
termined that information using Flavor Tagger[38] developed by the Belle II collaboration.
The flavor tagger identifies the flavor of Btag using the information of tag-side particles
with the category-based method, as shown in 3.3. Each category is a Boosted-Decision
Tree (BDT) that identifies the characteristic decay products from the CKM-flavored de-
cays shown in the figure and calculates a score indicating an intermediate flavor tagging
result. Then, the combiner that is also a BDT calculates the final output for the flavor
tagging as a real number qtag · r, which distributes in the range of [−1, 1] and this value
is a product of two resultant values of qtag and r. qtag means the flavor of B0

tag and r

called “dilution factor” indicates the certainty of tagging result of qtag and has the value
in range of [0, 1]. If the resultant value is nearby 1, then the result of flavor tagging is
highly probable to be the true flavor of B0

tag, and vice versa. All reconstruction results
will have the result since we need at least one track is needed for the tag-side vertex
fitting, and the flavor tagger can produce a result for the flavor tagging even with only
one input track.

The performance of Flavor Tagger can be parameterized by wrong tag fraction w,
which suggests the probability of making the wrong decisions in flavor tagging and its
difference of ∆w by the true flavor of B0

tag. Such parameters are used for our CP fitting,
and their definition is as follows:

w = w++w−
2

, ∆w = w+ − w− (3.10)

ϵ = ϵ++ϵ−
2

, µ =
ϵ+ − ϵ−
ϵ+ + ϵ−

(3.11)

where w+ and w− is wrong tagging probability when qtruetag is +1(B0) and -1(B0), respec-
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tively, ϵ+,− is the tagging efficiency. w (or ϵ) is an average of w± (or ϵ±), ∆w is the
difference of w±, and µ is the asymmetry of ϵ±. The effective efficiency ϵeff given by
ϵeff = ϵ · (1 − 2w) summarizes the performance of Flavor Tagger as it simultaneously
indicates the efficiency of Flavor Tagger and the dilution by the wrong decision for the
flavor of Btag in the estimation of CP asymmetries.

In practice, wi and ∆wi where i is an index of a bin are provided in 7-bins for dilution
factor r, which is binned with bin boundaries of (0, 0.1, 0.25, 0.45, 0.6, 0.725, 0.875, 1).
This binning for the dilution factor is called “r-bin” in this dissertation. All the wi and
∆wi values along the binning are calibrated using the experimental data[39].

Figure 3.3: Schematic structure for Flavor Tagger. Rearranged plot in literature[38].

3.2.3 Control channel and data samples

We validated our analysis procedure with the charged version of our target (sub)decay
of B± → η′K± since the kinematics and vertex situation of the decay is similar to our
target one. Also, a three times larger branching ratio than the target channel enables us
to validate with statistical significance. In this dissertation, we call the neutral version
of our target decay as “Main channel”, and the charged version as “Control channel”.

For this analysis, we used various samples from the Belle II collaboration. Firstly,
the basic methodology of the analysis is established using Monte Carlo simulation (MC)
samples generated with event generators[40, 41, 42, 43] for B-meson events or background
events, the detector simulator using the Geant4 framework[44], and digitization and event
reconstruction software developed by the Belle II collaboration. There are two types of
MC samples as follows:

• Generic MC: This sample contains reconstruction results from the Belle II official
simulations from the neutral and charged B-meson pair events and events by quark
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pairs lighter than b quarks, as a result of e+e− collision, including not only the signal
events but also hadronic background events from the experimental environment
with our models.

• Signal MC: This sample includes only the reconstruction results for the target signal
decay for our analysis.

Also, we used the full experimental dataset (called “Data”) collected until starting
LS1. The cosmic MC and Data, events by cosmic muons, are also used for auxiliary
studies.
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Chapter 4

Event Reconstruction, Selection and
Signal Extraction

We reconstructed B0 → η′K0
S events using sub-channel of K0

S → π+π−, η′ → ηπ+π−,
and η → π+π−π0 and elaborate on the procedure to reconstruct, select, and estimate the
yield of our signal decay in this chapter.

4.1 Reconstruction
We reconstructed the target signal and control channel with optimized criteria. Firstly,
we selected all the tracks with the following criteria for selection:

PID selection A ratio of Particle Identification (PID) likelihood that the given track is
a charged pion (or kaon to pick K± for the control channel) > 0.1

IP selection |dr| < 0.5 cm and |dz| < 2 cm, where dr is the track parameter d0 relative
to the IP, and dz is a similar one for track parameter of z0.

Track quality selection Number of hits of track in CDC should be greater than 20,
and it should be in the acceptance of CDC.

In addition, the covariance matrix of helix parameters for all tracks is scaled to correct
an underestimation of the uncertainties of the parameters[45].

For the neutral pions, we reconstructed two gammas and selected the pairs with the
invariant mass criteria of 0.120GeV/c2 < Mγγ < 0.145GeV/c2 and momentum criteria of
pπ0 > 0.204. Requirements to gammas for π0 reconstruction is EBARREL

γ > 0.03GeV for
ones detected at barrel, EFWD

γ > 0.08GeV at the forward endcap, and EBWD
γ > 0.06GeV

at the backward endcap.
We reconstructed K0

S by pairing the oppositely charged pions with special treatments
called “V0Finder”[46] for K0

S due to its long lifetime (cτ ≈ 2.7 cm) and selected K0
S
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candidates with an invariant mass selection of 0.482GeV/c2 < MK0
S
< 0.510GeV/c2.

Also, we applied selection criteria with the special BDT discriminator which is designed
to pick the signal K0

S from the IP[45, 47].
The selection criteria for π0 momentum, the invariant mass of K0

S , and the BDT
discriminator from K0

S selector are optimized to maximize FoM with the MVA technique,
and the detailed procedure is explained in App. E.

Then, we combined π0 and two oppositely charged pions to reconstruct η candidates.
We selected these candidates by using their invariant mass of them with 0.52GeV/c2 <

Mη < 0.57GeV/c2. With these η candidates and two oppositely charged pions, we
constructed η′ candidates. Since the invariant mass of η and η′ is highly correlated, we
utilized the difference of them, which ∆Mη′−η = M ′

η −Mη to select η′ candidates with
0.40GeV/c2 < ∆Mη′−η < 0.42GeV/c2. The 1D distribution of Mη and ∆Mη′−η is shown
in Fig. 4.1 and 2D distribution of the two variables is shown in Fig. 4.2.

For the B0 selection, we used two variables: Mbc and ∆E, which can be calculated
using the reconstruction result and the beam parameter. Mbc is a beam-constraint mass
and ∆E is the difference of energy in the center-of-mass (CMS) frame between recon-
structed B0 and nominal energy from beam parameters. The definition of two variables
is given in the following equations:

Mbc ≡
√

(E∗
beam/c

2)2 − (p∗B/c)
2 (4.1)

∆E ≡ E∗
B − E∗

beam (4.2)

where E∗
beam is a beam energy, p∗B and E∗

B is the momentum and energy of reconstructed
B0, respectively, and an asterisk on the superscript indicates the quantities are measured
in the CMS frame. We applied a loose selection of Mbc > 5.17GeV/c2 and performed
vertex fitting using the treeFit algorithm, a vertex fitting algorithm discussed in the
previous chapter. Then, we applied tight criteria of Mbc > 5.2GeV/c2∧|∆E| < 0.25GeV.
For the tight criteria, Mbc and ∆E are calculated with information before the vertex
fitting. This treatment prevents distortion of the shape of Mbc and ∆E distribution
around the edge of the selection criteria due to the vertex fitting, as shown in Fig. 4.3.

If an event has multiple candidates for B0
CP reconstruction, we selected B0

CP having the
lowest χ2 value from the CP-side vertex fitting among the reconstructed candidates. After
the best candidate selection, we additionally required at least two charged pions among
four pions for η′ reconstruction to have PXD hits and selection criteria of

(
χ2

ndf

)CP

<

10 ∧ σCP
ℓ < 100µm to the reconstructed B0, where

(
χ2

ndf

)CP

is the reduced χ2 and σCP
ℓ

is the uncertainty of the fitted vertex of BCP.
Information on tag-side particles is important for the vertex fitting of Btag and the

flavor tagging. This information is built by collecting the rest of the information in an
event after the BCP reconstruction with the following conditions:
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Figure 4.1: Distribution of invariant mass of η and difference between that of η′ and η.
The Green dashed lines indicate the threshold of selection for each quantity.
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• Charged particles: All charged tracks with the correction for the helix parameter
uncertainty[45].

• Photons: All identified photons from ECL
• K0

L: All K0
L candidates that identified by KLM

We performed the tag-side vertex fitting using the KFit algorithm, as discussed in the
previous chapter, and we required additional requirements to input tracks from tag-side
particles information as follows:

• should have one PXD hit at least,
• should not be a daughter of K0

S ,
• d′0 < 500 µm, and
• σz′0 < 500 µm

where d′0 and z′0 are the helix parameter d0 and z0 of tracks in the tag-side information
that are relatively calculated for a decay vertex of B0

CP , and σz′0 means the uncertainty of
z′0. We determined whether a charged particle in the tag side is a daughter of K0

S or not
with the invariant mass of a combination of two particles. If the invariant mass mπ+π−

is in the range of MK0
S
− 10MeV < mπ+π− < MK0

S
+ 10MeV where MK0

S
is the nominal

mass of K0
S , then we decided the particles came from K0

S and did not include them into
the vertex fitting for tag-side. After the vertex fitting, we applied the selection criteria
of σtag

ℓ < 100µm, where σtag
ℓ is an uncertainty of the estimated vertex of Btag.

We estimated parameters of w, ∆w, ϵ, and µ that indicate the performance of the
flavor tagger. For the MC sample, we calculated the parameters using the true tag-side
flavor that can be determined using MC generation information. On the other hand,
for experimental data, the parameters are estimated by analyzing flavor-specific control
channels, such as B0 → D(∗)−π+. The parameters from MC and calibrated one using
Data are given in Tab. 4.1, and their comparison is shown in Fig. 4.4. Among these four
parameters, we only consider three parameters of w, δw, and ϵ for the CP fitting. µ, a
neglected parameter as it is zero-consistent in most r-bins and gives limited effects to the
CP fitting, is considered in the systematic uncertainties as discussed in Sec. (1).

Dilution factor ϵ (%) µ (%) w (%) ∆w (%)
Signal MC Data Signal MC Data Signal MC Data Signal MC Data

0 - 0.1 15.42± 0.089 15.8± 0.13 −0.67± 0.57 −2.4± 1.2 48.00± 0.31 48.04± 0.54 0.49± 0.62 −0.69± 1.1

0.1 - 0.25 14.85± 0.087 15.53± 0.13 0.42± 0.59 1.4± 1.2 41.10± 0.31 42.4± 0.54 1.6± 0.62 3.8± 1.1

0.25 - 0.45 15.77± 0.089 16.52± 0.14 −0.65± 0.57 −1.2± 1.2 32.25± 0.29 34.10± 0.51 −0.79± 0.58 −1.9± 1

0.45 - 0.6 13.66± 0.084 13.92± 0.13 0.19± 0.62 0.88± 1.3 23.28± 0.28 23.62± 0.53 −0.31± 0.56 −0.70± 1.1

0.6 - 0.725 11.72± 0.079 11.61± 0.12 1.1± 0.67 3.9± 1.3 16.30± 0.26 16.75± 0.53 −0.27± 0.53 2.0± 1.1

0.725 - 0.875 11.48± 0.078 11.45± 0.12 0.72± 0.68 −2.0± 1.3 9.611± 0.21 10.73± 0.48 −0.93± 0.43 −0.054± 0.96

0.875 - 1 17.10± 0.092 15.17± 0.13 −0.52± 0.54 −1.2± 1.1 1.978± 0.083 2.737± 0.3 0.085± 0.17 0.24± 0.6

ϵeff =∑
i(ϵi · (1− 2wi)

2)
34.97± 0.2 31.68± 0.38

Table 4.1: Parameters for Flavor Tagger from Signal MC and Data. Parameters for Data
are calibrated using another channel.
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Figure 4.4: Comparison of parameters for flavor tagger between our signal MC (Blue
solid) and calibrated results (Red dashed). Parameters from signal MC are calculated
using signal and π exchanged SxF events. (See Sec. 4.3.1)

4.2 Continuum Suppression
The main source background of this analysis is qq̄ event (q = u, d, c, s) from productions
of a pair of quarks lighter than b quarks. Since the center of mass energy of the e+e−
beam is tuned to about the same as the mass of a pair of BB, the final state particles
from qq̄ are boosted by the extra energy. This difference between BB and qq̄ makes the
difference in the shape of events, which indicates the momentum distribution of particles
in an event, and the situation is illustrated in Fig. 4.5. We can reject the qq̄ events by
utilizing this feature.

We used the following variables that indicate the event shapes[10] to distinguish BB

and qq̄ events:

• 15 modified Fox-Wolfram moments, called KSFW: The Fox-Wolfram moments[48]
is a coefficient of the expansion of the momentum distribution in an event by the
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spherical harmonics. Those variables are usually used to discriminate bb̄ and qq̄

events as they have different shapes of the momentum distribution.
• 9 CLEO Cone variables[49]: A summation of the momentum for particles that

passes a region around the signal thrust axis divided into a cone-shaped section at
nine polar angle intervals with 10◦ slicing.

• thrustOm: The magnitude of the thrust of tag-side particles, where the thrust is a
3-D vector that maximizes the summation of the projections of all the momenta of
tag-side particles onto it.

• cosTBTO: Cosine value of the angle between the thrust axis of particles used to
reconstruct the CP-side B meson and the thrust axis of tag-side particles.

The distribution of these variables for signal and background events is shown in App.
H. We trained a boosted decision tree using the FastBDT library[50] to calculate a com-
prehensive index that considers all of the above 26 variables. For particles for the input
to the training, we applied requirements for charged particles and photons in the tag-side
information as follows:

• Charged particles: Should have CDC hits and p∗ <= 3.2GeV/c with π hypoth-
esis

• Photons: p >= 0.05GeV/c and p∗ <= 3.2GeV/c

where p∗ is the momentum in the CMS frame.
The output value O′

CS from the boosted decision tree is a real number within a range
of (0, 1). We transformed the value to OCS with the following equation:

OCS = log
(

O′
CS

1−O′
CS

)
(4.3)

Distribution of OCS from MC samples of (Signal + SxF) and Background events and
their comparison are shown in Fig. 4.6. The SxF category is the Self-Crossfeed event
where we partially failed the reconstruction of our target decay, which will be discussed
in the next section.

𝑩-meson Events

𝐸!"#$ ≈ 𝑀!!%

No boost of 𝐵-mesons
∴ circular shape

Each 𝑞 is boosted 
∴ jet-like shape

𝐸!"#$ ≫ 𝑀&&%

𝒒𝒒* Events

𝑒!
𝑒"

𝑞

𝑞"

𝑒"

𝑒!

Figure 4.5: Comparison of event topologies between events from B-mesons and qq̄ (q =

u, d, s, c).
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Figure 4.6: Comparison of OCS between (Signal + SxF) and Background events (left) and
distribution of OCS from the 1/ab generic MC sample (right). The definition of (Signal
+ SxF) and Background events are discussed later. Each distribution is normalized to
the unit area to compare the shapes.

4.3 Classification of reconstruction results
We classified reconstruction results into two categories: (Signal + SxF) and Background
category. The reconstruction results in the Signal category are successful results in recon-
structing our target decay, and the Self-Crossfeed (SxF) category contains results that
partially failed in the reconstruction, even though our target decay exists in the event.
We confirmed the two categories can be treated in the same footprint for the extraction
of CP asymmetry, which will be discussed in the following subsection; we merged two
categories into the (Signal + SxF) category. The Background category consists of all re-
construction results from events where our signal decay does not exist, of which the main
source is qq̄ events.1 We consider events in the former category to be signal events that
contain physically meaningful information for CP asymmetry measurement or lifetime
determination and those in the latter category to be background events that we need to
reject the effects from.

4.3.1 Self-Crossfeed (SxF) events

We studied the feasibility of using SxF events for CP fitting. The SxF events are events
in which we have failed to reconstruct the signal decay from an event where the signal

1We could not find meaningful background events other than qq̄ events in the MC study. (The number
of events is O(1) from the whole available generic MC samples.) Thus we solely focused on the study of
qq̄ events for the background events.
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decay exists. There are two types of SxF events: π-exchanged and Combinatorial.
π-exchanged SxF event is an event judged as backgrounds in the Belle II analysis

software due to the swapping of charged pions between from η′ and from η. Let us
suppose a decay of η′ → ηπ+

1 π
−
2 and η → π0π+

3 π
−
4 where π±

i (i = 1, 2, 3, 4) is each instance
of charged pions. If we reconstruct B0 candidate with true-K0

S and η′ of η′ → ηπ+
3 π

−
2

and η → π0π+
1 π

−
4 with true-π0 in this situation, then the software framework will classify

such reconstruct result as a fake B0 candidate. However, we cannot distinguish the decay
vertices of η′ and η with our vertex resolution, so we can assume that four instances of
charged pions are emitted from the same vertex, and the exchanging cannot affect ∆t

determination at all. Also, all particles for the reconstruction originated from B0
CP, so Mbc

and ∆E will be the same as that from signal events. Thus, we can treat signal B0 events
and the π-exchanged SxF events in the same footprint. We compared the distribution of
Mbc, ∆E, and ∆t from signal events and π-exchanged SxF events in the first subplot in
Figs. 4.7, 4.8, and 4.9. There are no significant differences in the distributions between
the two categories. We used these SxF events the same way as signal events for further
analysis, such as resolution parameter estimation or determining pre-fit parameters.

The remaining SxF events are called the Combinatorial SxF events. The tag side or
fake particles contaminate ingredients for B0

CP reconstruction in this category, so Mbc, ∆E
and ∆t distribution are different from that in signal events. We classified Combinatorial
SxF events into five categories. The distribution and the number of events from each
category are shown from the second to sixth subplots in Fig. 4.7, 4.8, or 4.9 and Tab.
4.2. Almost 60% of events in this category are only-π0-fake events. We can expect ∆t

distribution might not change many from signal events because π0 does not participate
in the vertex fitting. The second and third subplots of Fig. 4.9 show our expectation
holds.

Since the CP fitting estimates CP asymmetry from an asymmetry of ∆t distribution
between qtag = ±1, confirming the asymmetry of SxF events is important; We investigated
the asymmetry of reconstructed ∆t using the true flavor qtruetag of Btag using MC generation
information. We calculated the uncertainty using the Clopper-Pearson confidence interval
and fitted the asymmetry plot with a sine curve. The distribution of the asymmetries
and fitted curve and parameters are shown in Fig. 4.10. It is worth noting that even
SxF events having contamination by charged particles from the tag side or fake tracks
show evident CP asymmetries in the plot, although the ∆t distribution of the events has
distorted from signal events. This suggests we can similarly treat all SxF categories as
signal events with respect to CP fitting.

We compared parameters for the flavor tagger, such as wrong tagging fraction or
tagging efficiency per a bin of the dilution factor between signal and two categories for
SxF events. (Figure 4.11) There are no significant differences between the three categories
except for efficiencies. We expect the difference in efficiency per each bin of dilution factor
comes from the contamination on the tag side. The effects of this difference on the CP
fitting will be taken into account in the systematic study.
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Figure 4.7: Comparison of Mbc between Signal and Combinatorial SxF events. The blue
line indicates a distribution from signal events, and the red line shows that from SxF
events of each category
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Figure 4.8: Comparison of ∆E between Signal and Combinatorial SxF events. The blue
line indicates a distribution from signal events, and the red line shows that from SxF
events of each category
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Figure 4.9: Comparison of ∆t between Signal and Combinatorial SxF events. The blue
line indicates a distribution from signal events, and the red line shows that from SxF
events of each category
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Figure 4.10: Asymmetry plot for signal and SxF events. We determined qtag with MC
truth information and calculated uncertainties with the Clopper-Pearson confidence in-
terval.
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Figure 4.11: Comparison of flavor tagger parameters between Signal and SxF events.

Finally, we compared OCS distributions between Signal and two types for SxF events,
and Fig. 4.12 shows the comparison results. The shape of OCS distribution between
Signal and π-exchanged SxF is consistent, but that from Combinatorial SxF is slightly
different from the other two. We consider that the contamination on the tag side made
such a difference. Based on these studies, we include all the SxF events in the CP fitting
and used the same configuration, such as resolution parameters.
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Type of Events Count Fraction [%]
Signal event 130965 60.37

π-exchanged SxF event 35493 16.36
π-exchanged SxF event with fake-π0 13655 6.29
η′-fake SxF event due to fake-π0 20692 9.54

η′-fake SxF event due to other reasons 14198 6.55
Only K0

S-fake SxF event 1366 0.63
Other SxF event 557 0.26

Table 4.2: Number of events of signal and SxF events of each category. Those values
were counted using MC samples and the selection criteria stated Sec. 4.1.

4.4 Selection efficiencies
We calculated the efficiency for selection in the following summary.

• PID selection for charged π or K
• IP and track quality selection
• π0 selection criteria
• 0.52GeV/c2 < Mη < 0.57GeV/c2

• 0.40GeV/c2 < ∆Mη′−η < 0.42GeV/c2

• Mbc > 5.17GeV/c2 before the vertex fitting for B0
CP, and Mbc > 5.2GeV/c2 ∧
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Figure 4.12: Comparison of OCS distribution between Signal and two types for SxF
events. The left plot shows the raw distribution, and the right one is the normalized plot
of which the area is the unit area.
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|∆E| < 0.25GeV after the vertex fitting. Note that Mbc and ∆E values are calcu-
lated with information before the vertex fitting.

• The flavor tagger and vertex fitting for tag-side succeed.
• The best candidate selection with a p-value of the vertex fitting for the CP side.
• Two pions at least should have PXD hits
• pπ0 > 0.204GeV/c

• 0.482GeV/c2 < MK0
S
< 0.510GeV/c2 and KsSelector > 0.8

• σCP
z < 50µm and

(
χ2

ndf

)CP

< 10

• σtag
z < 100µm and

(
χ2

ndf

)tag
< 20

Table 4.3 shows the cumulative efficiencies for selecting B0. We included all SxF
events in the calculation for the table and used all signal and generic (1/ab) samples.
The equivalent table for the control channel is given in App. B.

Selection Signal + SxF events Background events
η′, η Selection, Mbc,∆E and the best candidate selection 15.38% (15.38 %) – (100 %)

pπ0 > 0.204 GeV/c 92.06% (14.16%) 84.01% (84.01%)
0.482 < MK0

S
< 0.510, and KsSelector > 0.8 93.64% (13.25%) 16.39% (13.77%)

Selection for PXD hits 99.79% (13.23%) 99.67% (13.73%)(
χ2

ndf

)CP

< 10 88.43% (11.7%) 68.15% (9.354%)
σCP
ℓ < 50µm 97.17% (11.36%) 94.67% (8.855%)

Tag-side vertex fitting succeeded 98.3% (11.17%) 97.37% (8.622%)
σtag
ℓ < 100µm 97.35% (10.88%) 97.41% (8.399%)

Flavor tagging succeeded 100% (10.88%) 100% (8.399%)

Table 4.3: The efficiency for the reconstruction of B0 → η′K0
S . The percentage in paren-

theses is a cumulative efficiency, and the value for the Background category is the relative
one for efficiency after the best candidate selection for B0

CP.

4.5 Overview of the signal extraction
We estimated the yield of events in the (Signal + SxF) and Backgrounds categories and
used three variables of (Mbc,∆E,OCS) to extract the yields. We added two variables of
cos(θBoost

B ), |qtag · r| to calculate the signal probability fsig on an event-by-event basis.
cos(θBoost

B ) is the cosine value for the angle between the momentum of B0
CP and the

z-axis in the CMS frame and |qtag · r| is a dilution factor from the flavor tagger. Since
the decay of Υ(4S) → B0B0 is a V → PP decay, cos(θBoost

B ) are given by
3

4
(1− cos2(θ∗B)), (4.4)

theoretically. Meanwhile, cos(θBoost
B ) value of qq̄ event does not have such constraint;

its distribution will be flat. The distributions of |qtag · r| values for (Signal + SxF) and
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Background events are also different because the flavor tagger is tuned to pick the CKM-
flavored decay of b quarks. We use cos(θBoost

B ) and |qtag · r| as conditional variables for
the CP fitting, and according to Punzi[51], we should take into account such differences
for the conditional variables to avoid bias and wrong error estimation in the fitting. fsig
is the probability that an event is a signal one with consideration of the effect, which is
given as the following formula:

fsig(x⃗) =
FsigPsig(x⃗)

FsigPsig(x⃗) + (1− Fsig)Pbckg(x⃗)
(4.5)

where Fsig is the overall fraction of (Signal + SxF) category in the fitting region that is
determined in the signal extraction fit,

x⃗ = (Mbc,∆E,OCS, E
∗
beam, cos(θBoost

B ), |qtag · r|), (4.6)
Psig(x⃗) = PMbc

sig (Mbc)·P∆E
sig (∆E) · POCS

sig (OCS)·

P
|qtag ·r|
sig (|qtag · r|) · P

cos(θBoost
B )

sig (cos(θBoost
B )), and

(4.7)

Pbckg(x⃗) = PMbc
bckg (Mbc|E∗

beam)·P∆E
bckg(∆E) · P

OCS
bckg (OCS)·

P
|qtag ·r|
bckg (|qtag · r|) · P

cos(θBoost
B )

bckg (cos(θBoost
B )).

(4.8)

Detailed procedures for signal extraction, the definition of each function, and a de-
scription of each variable will be discussed in this chapter. We used RooFit library[52]
included in the ROOT framework[53] as a statistical analysis software and MINUIT as the
backend library for minimization[54].

4.5.1 Fitting Procedure

We described a distribution of (Mbc,∆E,OCS) using the following PDF:

P (Mbc,∆E,OCS|E∗
beam) =FsigP

Mbc
sig (Mbc)P

∆E
sig (∆E)POCS

sig (OCS)+

(1− Fsig)P
Mbc
bckg (Mbc|E∗

beam)P
∆E
bckg(∆E)P

OCS
bckg (OCS)

(4.9)

where P x
sig,bckg(x) is the corresponding function for variable x for (Signal + SxF) and

Background events, and E∗
beam is the measured collision energy which changes per each

run. With the PDF above, we estimated the yield of (Signal + SxF) and Background
category and the shape of PDF for the Background category by maximizing the following
extended likelihood function with a floating parameter of Fsig in an unbinned fashion as
follows:

L(Mbc,∆E,OCS|E∗
beam) =

e−Ntotal

n!
·

n∏
i

Ntotal · P (Mbc,∆E,OCS|E∗
beam) (4.10)

where n is the number of events in the dataset to be fitted, and Ntotal is the estimated
number of total events within the fitting region given in Eq. 4.11.
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We assumed no correlation between the five variables in the signal extraction. How-
ever, we confirmed that there was a weak correlation between some variables. We will
take into account the effects of ignoring such correlation on the CP parameter estimation
in the study of systematic uncertainties. Detail of the correlation is discussed in App. B.

The signal extraction fitting has been performed within the following region.

(5.2 < Mbc < 5.3)GeV/c2 ∧ |∆E| < 0.25GeV ∧ −4 < OCS < 4. (4.11)

We call this region a fitting region (FR).
We divided the fitting region into the signal region (SR) and the sideband region (SB).

The signal region is defined as

(5.27 < Mbc < 5.29)GeV/c2 ∧ |∆E| < 0.1GeV (4.12)

and we used events only in this region for the fitting using ∆t and qtag information such
as lifetime determination or CP parameter extraction.

The other one is the sideband (SB) region. There are two types of SB regions which
are Mbc and ∆E as follows:

• Mbc-type: 5.2 < Mbc < 5.26GeV/c2
• ∆E-type: |∆E| > 0.1GeV

each type of sideband region is used to determine the parameters of corresponding back-
ground PDFs, which will be discussed later.

We checked the homogeneity in the MC samples between sideband events and back-
ground events in the signal region using MC truth information to confirm that the side-
band events can represent all background events used for CP fitting. Comparison results
shown in Figs. 4.13, 4.14, and 4.15 indicate there are no significant differences between
the two populations both for main (B0 → η′K0

S) and control (B± → η′K±) channel. In
this comparison, we did not apply selection criteria to K0

S and π0 shown in Tab. E.1 to
obtain enough statistics for the comparison.

Thus, the procedures for the signal extraction are,

1. determine the parameters of pre-fit PDFs for the (Signal + SxF) events using signal
MC,

2. determine the parameters of pre-fit PDFs for the Background events using MC-truth
background events for MC samples or the sideband events for the experimental data,

3. performs the unbinned maximum likelihood fitting to target MC sample(1/ab) or
experimental data(362/fb) to extract Ntotal and Fsig in each dataset. In this step,
we also set some parameters for the Background PDF of Mbc, ∆E, and OCS to
floating parameters. The result of the pre-fit for the Background PDF will be used
as an initial value for this step.
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Figure 4.13: Comparison of Mbc distribution between events from the ∆E-sideband re-
gion(only 0.1 < |∆E| < 0.25GeV selection applied) and background events in the ∆E-
signal region(only |∆E| < 0.1GeV selection applied) from MC samples. “MC-Bckg”
indicates the true-Background events picked using the MC information.

The procedure is performed independently in B0 → η′K0
S and for B± → η′K±.

We used MIGRAD functionality to minimize negative-log-likelihood from the above
PDF for signal extraction. We applied HESSE and MINOS techniques after MIGRAD
to estimate the proper uncertainty of determined yields under the RooFit framework.

4.6 Pre-fit PDFs
We define the pre-fit PDFs, which describe the shape of variables for signal extraction in
the following subsections. PDFs for the main channel and control channel are the same.

4.6.1 Signal + SxF events

The pre-fit PDFs for Signal + SxF events are defined as in Eq. 4.13, 4.14, and 4.15. Each
function has 7, 6, and 6 parameters, respectively.

PMbc
sig (Mbc) =f

sig
CB · CrystalBall(Mbc;µ

sig
CB, σ

sig
CB, α

sig
CB, N

sig
CB)

+(1− f sig
CB) · Gaus(Mbc;µ

sig
GMbc

, σsig
GMbc

)
(4.13)

P∆E
sig (∆E) =f sig

V oigt · Voigt(∆E;µsig
V oigt, σ

sig
V oigt, w

sig
V oigt)

+(1− f sig
V oigt) · Gaus(∆E;µsig

G∆E
, σsig

G∆E
)

(4.14)

POCS
sig (OCS) =f

sig
BifG · BifGaus(OCS;µ

sig
BifG, σ

sig
Left, σ

sig
Right)

+(1− f sig
BifG) · Gaus(OCS;µ

sig
GOCS

, σsig
GOCS

)
(4.15)
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Figure 4.14: Comparison of Mbc distribution between events from the Mbc-sideband re-
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Figure 4.15: Comparison of OCS distribution between events from the sideband region and
background events in the signal region from MC samples. “MC-Background” indicates
the true-Background events picked using the MC information.

and the definition of special functions that were used for this parameterization is as
follows:
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Gaus(x;µ, σ) =
1√
2πσ2

· e−
(x−µ)2

2σ2 (4.16)

Voigt(x;µ, σ, w) =

∫ ∞

−∞
Gaus(x′;σ) · w

π((x− x′)2 + w2)
dx′ (4.17)

BifGaus(x;µ, σL, σR) = N ·

{
Gaus(x;µ, σL) if x < µ

Gaus(x;µ, σR) if x ≥ µ
(4.18)

CrystalBall(x;µ, σ, α,N) = N ·


[(

N
|α|

)(
N−|α|2

|α| + x−µ
σ

)]N
e−

|α|2
2 if x−µ

σ < −α

e−
(x−µ)2

2σ2 if x−µ
σ ≥ −α

(4.19)

where N means the normalization constant for each distribution.
We determined all parameters of pre-fit PDFs for the (Signal + SxF) category P x

sig(x)

with the unbinned ML fit to the entire signal samples. Determined parameters from the
signal sample are shown in Tab. 4.4, and curves for Mbc, ∆E, OCS, and cos(θBoost

B )

are shown in Figs. 4.17, 4.20, 4.23, and 4.26, respectively, which shows our mod-
eling can describe MC points from signal MC samples well. Also, the integration of
Psig(Mbc,∆E,OCS) = PMbc

sig (Mbc)P
∆E
sig (∆E)POCS

sig (OCS) over our signal region defined in
Eq. 4.12 is shown in “Signal PDF” row in Tab. 4.5.

For the cos(θBoost
B ) variable, we determined the pre-fit PDF using the signal samples

rather than using the theoretical PDF given in Eq. 4.4. We are using the angle between
the momentum of B0 and the boost axis, which slightly differs from the z-axis, and there
are SxF events that have contamination from the tag side; the distribution of cos(θBoost

B )

changes from the theoretical one. Therefore, we did not use the theoretical PDF as is;
we used a PDF of P cos(θBoost

B )
sig (cos(θBoost

B )) = N · (1− αsig · (cos(θBoost
B ))2) and determined

α with the same fashion as that for Mbc,∆E and OCS.
For the dilution factor, we used a histogram-based PDF to calculate the signal prob-

ability per event. Blue colored distribution in Fig. 4.16 shows the PDF for the (Signal
+ SxF) category. This PDF has been determined by counting the number of events in
each bin using the signal MC samples.

4.6.2 Background events

The pre-fit PDFs for Background events are defined as in Eq. 4.20, 4.21, and 4.22. Each
function has 1, 1, and 3 parameters, respectively.

PMbc
bckg (Mbc|E∗

beam) = ARGUS(Mbc;E
∗
beam/2, c

bckg, pbckg) (4.20)
P∆E
bckg(∆E) = Pol1(∆E; abckg) (4.21)

POCS
bckg (OCS) = BifGaus(OCS;µ

bckg
BifG, σ

bckg
Left, σ

bckg
Right) (4.22)

53



Function Parameter Value for main channel Value for control channel

PMbc
sig (Mbc)

f sig
CB 0.294+0.013

−0.013 0.321+0.014
−0.013

µsig
CB 5.28122+0.00009

−0.00009 5.28070+0.00009
−0.00009

σsig
CB 0.00297+0.00004

−0.00004 0.00307+0.00005
−0.00004

αsig
CB 0.633+0.029

−0.027 0.710+0.029
−0.027

N sig
CB 7.50+0.67

−0.57 6.35+0.42
−0.38

µsig
GMbc

5.27943+0.00002
−0.00003 5.27912+0.00003

−0.00003

σsig
GMbc

0.00246+0.00002
−0.00002 0.00250+0.00002

−0.00002

P∆E
sig (∆E)

f sig
V oigt 0.8880+0.0018

−0.0018 0.8702+0.0019
−0.0020

µsig
V oigt −0.00168+0.00003

−0.00003 −0.00167+0.00003
−0.00003

σV oigtsig 0.00793+0.00007
−0.00007 0.00988+0.00008

−0.00008

wsig
V oigt 0.01035+0.00015

−0.00015 0.00972+0.00018
−0.00018

µsig
G∆E

−0.0950+0.0025
−0.0026 −0.0916+0.0022

−0.0023

σsig
G∆E

0.1354+0.0017
−0.0017 0.1346+0.0015

−0.0014

POCS
sig (OCS)

f sig
BifG 0.5800+0.0087

−0.0090 0.5857+0.0082
−0.0086

µsig
BifG 0.768+0.016

−0.016 0.806+0.016
−0.016

σsig
Left 0.9444+0.0067

−0.0066 0.9795+0.0068
−0.0066

σsig
Right 0.498+0.015

−0.016 0.486+0.015
−0.016

µsig
GOCS

1.6404+0.0053
−0.0054 1.6649+0.0054

−0.0054

σsig
GOCS

0.3606+0.0024
−0.0024 0.3578+0.0024

−0.0024

P
cos(θBoost

B )
sig (cos(θBoost

B )) αsig −0.9469+0.0020
−0.0019 −0.9452+0.0019

−0.0018

Table 4.4: List of parameters of pre-fit PDFs for (Signal + SxF) events.

and the definition of special functions that were used for this parameterization is as
follows (Definition of BifGaus is in Eq. 4.18.):

ARGUS(x; x0, c) = N · x ·

√
1−

(
x

x0

)2

· ec·(1−(x/x0)2) (4.23)

Pol1(x; a) = N · (1 + a · x) (4.24)

where N means the normalization constant for each distribution.
We determined all five parameters of pre-fit PDFs for the Background category simi-

larly to that for the (Signal + SxF) category. These parameters will be set to a floating
parameter in the next step (The signal extraction fit) so that the determined values for
parameters will be used as an initial value. In detail, the initial value for the parameters
in the MC study is determined by fitting Pbckg to true-Background category events using
MC truth events. For the experimental data study, sideband events are used in the fit-
ting of Pbckg. To illustrate, the shape of PMbc

bckg is determined by using ∆E-type sideband
and vice versa for P∆E

bckg. For POCS
bckg , we used side-band events both of two types. As a

result, fitted curves and MC (or Data) points are illustrated in Fig. 4.18, 4.21, and 4.24
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categories.

for MC samples and Fig. 4.19, 4.22, and 4.25 for the experimental data, which show
good agreement with MC (Data) points, and our modeling can describe the distribu-
tions of Mbc, ∆E, and OCS variables well. In addition, we calculated the integration of
Pbckg(Mbc,∆E,OCS) over the signal region, which is given in Tab. 4.5. The integration of
Background PDF is smaller than that of Signal PDF, which is due to the shape difference
between the two PDFs and enables us to determine the amount of each category in the
fitting.

We used a constant PDF of P cos(θBoost
B )

bckg (cos(θBoost
B )) = 0.5 to model the distribution of

cos(θBoost
B ) for the Background category to avoid the Punzi effect, and Figs. 4.27 and 4.28

show the PDF can model the distribution well. Also, we consider the dilution factor by a
histogram-based PDF shown in the red-colored histogram of Fig. 4.16. This distribution
was determined using the information on sideband events of experimental data.

PDF & Parameter set Main Control
Signal PDF 90.02% 89.15%

Background PDF for MC study 6.11% 6.06%
Background PDF for Data 5.58% 5.30%

Table 4.5: Result of the integral over the signal region for PDFs for each category. Also,
parameters of Background PDFs after the signal extraction are used for the integration.
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4.7 Signal extraction fit
We performed a 3D unbinned ML fit for signal extraction using PDF shown in Eq. 4.9.
Before extracting the yield of events in the (Signal + SxF) category, we performed the
ensemble test using the Toy MC generator to check the validity of the fitting procedure.
The result indicates no problem in the signal extraction procedure. In addition, we inves-
tigated bias from correlation by generating Mbc − ∆E correlated toy samples. Detailed
results for the ensemble test and correlations are discussed in App. B. There is no sig-
nificant bias due to the correlation, so we will consider the effects of this correlation on
the CP parameter estimation in systematic error studies.

Then, we used a 1/ab dataset from MC15 generic sample for the MC study, and 362/fb
experimental data was used for the yield estimation. We determined seven parameters
in this step. Ntotal, Fsig are the number of total candidates from the reconstruction and
the overall fraction of events in the (Signal + SxF) category within the fitting region,
respectively. Remaining 5 parameters are cbckg, abckg, µbckg

BifG, σ
bckg
Left, σ

bckg
Right which are the

shape parameters for the background PDFs. Determined parameters are shown in Tab.
4.6(MC) and 4.7(Data). Fitted curves and MC or Data points are given in Fig. 4.29,
4.30, and 4.31 from the MC study, and Fig. 4.32, 4.33, and 4.34 for experimental data.

Parameter Value for main channel Value for control channel
Ntotal 2820+53

−53 14007+119
−118

Fsig 0.0907+0.0060
−0.0058 0.0623+0.0023

−0.0023

cbckg −25.8+2.2
−2.2 −25.74+0.98

−0.98

abckg −0.377+0.032
−0.032 −0.325+0.014

−0.014

µbckg
BifG −1.419+0.036

−0.037 −1.493+0.016
−0.016

σbckg
Left 0.322+0.022

−0.022 0.2945+0.0095
−0.0093

σbckg
Right 1.159+0.028

−0.027 1.208+0.012
−0.012

Table 4.6: List of parameters from signal extraction for generic MC 1/ab sample.

Parameter Value for main channel Value for control channel
Ntotal 816± 29 4053± 64

Fsig 0.075± 0.010 0.0610± 0.0043

cbckg −25.5± 4.2 −21.8± 1.9

abckg −0.307± 0.061 −0.361± 0.027

µbckg
BifG −1.141± 0.071 −1.221± 0.032

σbckg
Left 0.478± 0.043 0.454± 0.019

σbckg
Right 1.058± 0.050 1.107± 0.023

Table 4.7: List of parameters from signal extraction for experimental data. We didn’t
apply MINOS in this estimation
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Figure 4.17: Pre-fit result of Mbc distribution for (Signal + SxF) category from signal
MC. The blue curve represents PMbc

sig , and the green and red one shows Gaussian and
Crystal Ball components.
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Figure 4.18: Pre-fit Result of Mbc distribution for Background category from generic MC
samples. MC-truth information was used to pick Background events.
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Figure 4.19: Pre-fit Result of Mbc distribution for Background category from ∆E-type
SB events.
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Figure 4.20: Pre-fit result of ∆E distribution for (Signal + SxF) category from signal
MC. The blue curve represents P∆E

sig , and the green and red one shows Gaussian and
Voigt profile components.
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Figure 4.21: Pre-fit Result of ∆E distribution for Background category from generic MC
samples. MC-truth information was used to pick Background events.
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Figure 4.22: Pre-fit Result of ∆E distribution for Background category from Mbc-type
SB events.
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Figure 4.24: Pre-fit Result of OCS distribution for Background category from generic MC
samples. MC-truth information was used to pick Background events.
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Figure 4.25: Pre-fit result of OCS distribution for Background category from SB events.
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ground category from generic MC sample. MC-truth information was used to pick Back-
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Figure 4.28: Comparison between theoretical PDF and Data points from SB events.
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Figure 4.29: Projection on Mbc axis of the fitted result from the signal extraction fit for
MC sample
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Figure 4.30: Projection on ∆E axis of the fitted result from the signal extraction fit for
MC sample
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Figure 4.31: Projection on OCS axis of the fitted result from the signal extraction fit for
MC sample
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Figure 4.32: Projection on Mbc axis of the fitted result from the signal extraction fit for
the experimental data
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Figure 4.33: Projection on ∆E axis of the fitted result from the signal extraction fit for
the experimental data
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Figure 4.34: Projection on OCS axis of the fitted result from the signal extraction fit for
the experimental data
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Figure 4.35: Projection on OCS axis of the fitted result within the signal region. (Exper-
imental data)

4.8 Results for the signal extraction fit
In this section, we compare the actual yield of the (Signal + SxF) category and expec-
tation values calculated using known information to check the validity of our procedure
for the signal extraction fit. First, we convert Ntotal and Fsig to the signal yield Nsig. We
confirmed there is no correlation between Ntotal and Fsig (< 0.0001) from the result of
the signal extraction fitting shown in Tab. 4.7 so that we can calculate the yield of signal
events by calculating a product of two parameters and the value is Nsig = 61.2± 8.6 for
the main channel and 247± 18 for the control channel.

Next, we calculate the expectation yield for the B0 → η′K0
S channel with our subchan-

nel from the number of BB pair, the partial branching ratio, reconstruction efficiency,
and correction factor for the difference of the reconstruction efficiency between MC and
experimental data. The number of BB pair from the full dataset is (387± 6)× 106, and
the branching ratio can be calculated as[11]

• B(Υ(4S) → B0B0) = (4.86± 0.06)× 10−1,
• B(B0 → η′K0) = (6.6± 0.4)× 10−5,
• B(K0 → K0

S) = 0.5,
• B(K0

S → π+π−) = (6.920± 0.005)× 10−1,
• B(η′ → ηπ+π−) = (4.25± 0.05)× 10−1,
• B(η → π+π−π0) = (2.302± 0.025)× 10−1, and
• B(π0 → γγ) = (9.8823± 0.0034)× 10−1.
• For the control channel, B(Υ(4S) → B+B−) = (5.14± 0.06)× 10−1, and
• B(B± → η′K±) = (7.04± 0.25)× 10−5.
• For both channels, B-mesons are produced in pairs, so a factor of 2 is multiplied.

Therefore, the branching ratio for the main and control channel is (2.15±0.17)×10−6

and (7.00±0.29)×10−6, respectively. Then, we should consider the signal efficiency for the
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main and control channels, which is 10.88% and 12.02%. We can get the expected yield
by multiplying 0.8436 ± 0.0488, which is the ratio of reconstruction efficiency between
MC and Data for the main channel, and for the control channel, 0.8570 ± 0.0691 was
multiplied, which is described in App. D. The computation results and comparison with
the fitting results are shown in Tab. 4.8, which indicates the result are insignificantly
smaller than the expectation by 1.31σ for the main channel and 1.01σ for the control
channel. We did not dig into the reason for this discrepancy since our target is CP
asymmetry studies, which does not be affected much by the signal efficiencies, and the
systematic uncertainty by PDFs for the signal extraction is not large. (See Sec. 6.3)

Channel Fit result Expectation
Main 61.2± 8.6 76.2± 7.5

Control 247± 18 279± 26

Table 4.8: Expected and estimated signal yield for the main and control channel.
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Chapter 5

∆t Functions for the CP Fitting

This chapter discusses the components for CP fitting using ∆t distribution in the main
channel. We need two components for ∆t PDF in the CP fitting, a probability density
function to extract the CP asymmetry from the (qtag,∆t) distribution of reconstructed
events: One is the resolution function, which considers the incompleteness of ∆t deter-
mination and is convoluted to PDFs with regard to the ∆t variables, such as the PDF
for CP fitting or that for the lifetime determination, and the other is the background
∆t PDF, which takes into account the effect of ∆t distribution from events in the Back-
ground category. The same components for the control channel are also required for the
validation of our analysis procedure, which is described in App. J.

5.1 Resolution function
Resolution functions consider the difference between ∆t and ∆τ (the true value for ∆t)
values. We define the resolution function R as the convolution of three functions, which
is inspired by the Belle-style resolution function described in literature[36].

R = Rk ⊗RCP ⊗Rtag (5.1)

The resolution function R has 16 parameters in total, and these are determined by
fitting the difference between ∆τ and reconstructed-∆t values to the resolution function
using the signal MC samples. Determined parameters using the MC sample are calibrated
with the cosmic samples. We describe the detailed procedure for the calibration in the
next section. Each part of Eq. 5.1 describes following components in ∆t determination:

• Rk: Correction to the effects on ∆t calculation by the motion of B0 in the CMS
frame of Υ(4S).

• RCP : Resolution function of the detector in determining the vertex of B0
CP .

• Rtag: Resolution function for the determination of the vertex of B0
tag. This compo-

nent includes the detector resolution and smearing from the non-primary vertex.
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5.1.1 Kinematical approximation

When we calculate the proper time difference between B0
CP and B0

tag, we should consider
the relativistic effect and the motion of each B0 in the rest frame of Υ(4S). We will
consider the effects using the kinematical approximation and discuss it in this subsection.

Let’s assume B0
CP is moving with the momentum p∗B0 in the rest frame of Υ(4S), and

this Υ(4S) is boosted with βγ in the laboratory frame. Then, we can calculate βγ of
B0

CP in the lab frame with the following (inverse) Lorentz transformation. Here we use
natural units. (

EB0

pBoost

)
=

(
ECP

mB0(βγ)CP

)
=

(
γ βγ

βγ γ

)(
E∗

beam/2

p∗B0cos(θBoost
B )

)
(5.2)

where pBoost is the component of pB0 along the direction of the boost vector of Υ(4S),
EB0 is the kinetic energy of B0

CP , θBoost
B means the angle between the momentum of B0

CP

and the axis of Υ(4S) boosting, Ebeam is the beam energy, and an asterisk on superscript
means the quantity for the CMS frame of Υ(4S). If we solve the above equation for
(βγ)CP , we can get the following equations.

(βγ)CP = βγ
E∗

beam

2mB0

+ γ
p∗B0cos(θBoost

B )

mB0

= (ak + ck)βγ (5.3)

(βγ)tag = βγ
E∗

beam

2mB0

− γ
p∗B0cos(θBoost

B )

mB0

= (ak − ck)βγ (5.4)

where ak = E∗
beam/(2mB0) and ck = (p∗B0cos(θBoost

B ))/(βmB0). Typical value in Belle II
for ak ∼ 1.002 and ck ∼ 0.22cos(θBoost

B ). Equation 5.4 is calculated using the momen-
tum relation between B0

CP and B0
tag in the back-to-back decay situation. Thus, we can

calculate Eq. 3.9 with natural units in a kinematically-smeared way as follows:

∆t =
1

βγ
(ℓCP − ℓtag) =

1

βγ
(tCP (βγ)CP − ttag(βγ)tag)

= (ak + ck)tCP − (ak − ck)ttag = ak(tCP − ttag) + ck(tCP + ttag)

= ak∆ttrue + ckT

(5.5)

where T is tCP + ttag and ∆ttrue is a true value of the decay time difference. In this
formulation, ak stands for the relativistic time dilation, and ck is a change of (βγ)CP,tag

due to the motion ofB0
CP,tag in the CMS frame of Υ(4S). The kinematically smeared PDFs

can be calculated with the following convolution of Ptrue and Rk = δ(∆t−(ak∆ttrue+ckT ))

as follows:

P (∆t) =

∫ +∞

−∞
d(∆ttrue)

∫ +∞

|∆ttrue|
dTPtrue(∆ttrue, T )δ(∆t− (ak∆ttrue + ckT )) (5.6)
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where δ is the Dirac delta function.
For example, in the case of decays of two B-mesons, we can define a test function Ptrue

in Eq. 5.6 as Pdecay(tCP )Pdecay(ttag) = (1/τ 2B0) exp
(
− tCP+ttag

τB0

)
. Then, Eq. 5.6 becomes

Ek(∆t|τ) =
1

2τ 2B0

∫ +∞

−∞
d(∆ttrue)

∫ +∞

|∆ttrue|
dTe

− T
τ
B0 δ(∆t− (ak∆ttrue + ckT ))

=
1

2akτB0

e
− |∆t|

(ak±ck)τ
B0 . (+) for ∆t ≥ 0, (−) for otherwise.

(5.7)

where a factor of 1/2 originates from a Jacobian of a transformation given as (tCP , ttag) →
(T,∆ttrue) : tCP = 1/2(T +∆ttrue), ttag = 1/2(T −∆ttrue).

The equation in the above example is used for the lifetime determination of B0 and
B± in our analysis. ak, ck, and kinematical approximation effects are calculated in an
event-by-event fashion from the beam parameter and from the reconstruction result of
B0

CP , respectively.

5.1.2 CP-side resolution function

We represent the detector resolution RCP of the Belle II detector for B0
CP as follows:

RCP

(
δtCP |σCP

t ,

(
χ2

ndf

)CP
)

=

fCP
coreGaus

(
δtCP |µ = 0, σ =

(
cCP
core + sCP

core

(
χ2

ndf

)CP
)
σCP
t

)

+(1− fCP
core)Gaus

(
δtCP |µ = 0, σ =

(
cCP
tail + sCP

tail

(
χ2

ndf

)CP
)
σCP
t

) (5.8)

where δtCP is the difference between the true decay vertex and the reconstructed one of
B0

CP in time unit,
(

χ2

ndf

)CP

is reduced χ2 from the vertex fitting of B0
CP , and σCP

t is the
uncertainty of ℓCP converted to units of time with a formula of σCP

t = σCP
ℓ /(βγc). The

resolution strongly depends on conditional variables used in the above equation, so we
are taking the variables into account in the calculation of RCP .

All the five parameters of RCP are determined using all reconstruction results from the
signal sample of our sub-channel. Table 5.1 shows determined parameters using signal
MC samples, and Figs. 5.1, 5.2 show our resolution model can describe the residual
distribution as well as conditional variables nicely.
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Figure 5.1: Residual distribution for B0
CP vertex and a curve of RCP with slicing by

reduced χ2 of CP-side vertex fitting. Each slicing contains 12.5% of total events.
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Figure 5.2: Residual distribution for B0
CP vertex and a curve of RCP with slicing by

uncertainty of CP-side vertex fitting. The unit of σCP
t is cm, and each slicing contains

12.5% of total events.
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Parameters Fitted value for main channel Fitted value for control channel
fCP
core 0.831+0.011

−0.012 0.8283+0.0034
−0.0034

cCP
core 0.9414+0.0050

−0.0048

sCP
core 0.0792+0.0030

−0.0032

cCP
tail 0.939+0.019

−0.020

sCP
tail 0.417+0.015

−0.014

Table 5.1: Parameters of RCP determined using Signal MC

5.1.3 Tag-side resolution function

We model the residual for the vertex of Btag with two parts: Primary and non-Primary.
Primary part is for a vertex reconstructed using primary particles from Btag. It stands
for detector resolution for primary-vertex, which has one Gaussian function to model the
detector resolution as given in Eq. 5.9.

Rδ

(
δttag|σtag

t ,

(
χ2

ndf

)tag
)

=

Gaus
(
δttag|µ = 0, σ =

(
ctagδ + stagδ

(
χ2

ndf

)tag
)
σtag
t

) (5.9)

where δttag is the residual of vertex determination for B0
tag,

(
χ2

ndf

)tag
is reduced χ2 of the

vertex fitting, and σtag
t is the uncertainty.

The non-Primary part stands for smearing by the long-lived intermediate state that
includes a charm quark. The intermediate states make a bias on the vertex determination
of Btag. Thus, this part consists of a convolution of two functions of Gaussian and
exponential as stated in Eq. 5.10. The Gaussian component describes the detector
resolution, and the exponential component models the decay of the intermediate state.

Rnp

(
δttag|σtag

t ,

(
χ2

ndf

)tag
)

= (fn expn(δt
tag/τ) + (1− fn) expp(−δttag/τ))

⊗ Gaus
(
δttag|µ = 0, σ =

(
ctagnp + stagnp

(
χ2

ndf

)tag
)
σtag
t

) (5.10)

where expn,p(x) is a one-sided exponential function that is an exponential function if
x < 0 or x ≥ 0, respectively, and zero for otherwise, and τ and fn is as follows:

fn = max
(
0,min

(
1, f tag

n,const + f tag
n,slopeσ

tag
ℓ

))
(5.11)

τ = min
(
τ tagceiling, τ

tag
const + τ tagslope

(
χ2

ndf

)tag
)

(5.12)
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where σtag
ℓ is uncertainty of the tag-side vertex fitting. Finally, Rtag is combined as

Rtag = fδRδ + (1− fδ)Rnp (5.13)

where fδ is a fraction of the Primary part given by

fδ = max
(
0,min

(
1, f tag

δ,const + f tag
δ,slope

(
χ2

ndf

)tag
))

. (5.14)

Similarly to RCP , the residual distribution strongly correlates with reduced χ2 or
uncertainty of the tag-side vertex fitting. We determine 11 parameters by fitting Rnp to
the residual distribution of all events from signal MC samples. Figures 5.3 and 5.4 shows
the residual distribution and fitted curve of Rtag in bins of σtag

t and
(

χ2

ndf

)tag
, and Tab.

5.2 is a list of determined parameters.

Parameters Fitted value for main channel Fitted value for control channel
τ tagexp,const 1.604± 0.022 1.395± 0.022

τ tagexp,slope 0.1999± 0.0042 0.1813± 0.0042

τ tagexp,ceil 9.4± 8.4

f tag
δ,const 0.8384± 0.0060

f tag
δ,slope −0.1277± 0.0053

ctagδ 1.0375± 0.0080

stagδ 0.1503± 0.0084

f tag
n,const 0.0943± 0.0062

f tag
n,slope 0.0024± 0.00019

ctagnp 0.412± 0.028

stagnp 0.1852± 0.0056

Table 5.2: Parameters of Rtag determined using Signal MC

5.1.4 Data-MC comparison of conditional variables for RCP,tag

We compare the shape of conditional variables for resolution functions between generic
MC and the full dataset of experimental data. The plots of the comparison are given
in Figs. 5.5, 5.7, 5.6, 5.8, 5.9, and 5.10. As shown in the figures, the difference of the
vertex quality variables between MC and Data is insignificant in CP-side ones, but that
in tag-side shows notable differences. Appendix F contains the MC and Data comparison
of vertex quality variables by separating the (Signal + SxF) and Background categories
using sPlot techniques[55]. In the section, we confirm that the difference mainly comes
from the Background category, which can be explained by imperfect qq̄ simulation. Also,
the differences can originate from differences in the shape of the variables between (Signal
+ SxF) and Background categories, as shown in App. F, and a different ratio of two
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Figure 5.3: Residual distribution for B0
tag vertex and a curve of Rtag with slicing by

reduced χ2 of tag-side vertex fitting. Each slicing contains 12.5% of total events.
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Figure 5.4: Residual distribution for B0
tag vertex and a curve of Rtag with slicing by

uncertainty of tag-side vertex fitting. The unit of σtag
t is cm, and each slicing contains

12.5% of total events.
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categories (Fsig) between the generic MC and the experimental data. We confirmed some
differences in the vertex quality, and this will be dealt with the systematic uncertainties
and the calibration of the resolution parameters.

5.2 Calibration of parameters for resolution functions
The resolution function and its parameter are determined based on the studies on signal
MC samples. However, the Belle II simulation is not perfect due to backgrounds that the
simulation cannot consider, inaccurate B-field mapping, inaccurate geometries or limita-
tions of the physics model of the Geant4 framework for the detector simulation, or any
other reasons. For this reason, we should check the legitimacy of the resolution function
and consider correction (calibration) to the parameters of the function. The calibration
determines the difference in the detector resolution between MC and experimental data
regarding the vertex fitting for B0 using the cosmic samples.

One of the widely used methods to calibrate the parameters is setting some of the pa-
rameters to floating ones in the CP fitting so that the fitting program can determine both
CP asymmetries and the parameters simultaneously in the experimental data. However,
this method has some limitations, as the following list:

• If the size of a dataset of the experimental data is small, this method is not reliable,
• Cannot calibrate the entire parameters,
• If there is a correlation between the parameters, the calibration is not reliable and

affects the result of measurement, and
• The dependency of the resolution by the decay mode is not trivial, so the validation

per each decay mode is necessary.

Those problems can be addressed by calibrating the parameters independently from the
CP fitting. We devised such a method to examine differences in the tracking resolution of
the Belle II detector between the simulation and reality, which is the main input for the
CP and tag side vertex resolution using cosmic samples. The reason for using the cosmic
samples is that we can reproduce the pull distribution of track parameters without the
MC generator information. We elaborate on the detailed procedure for the parameter
calibration in the following subsections.

5.2.1 Origin of χ2 dependency of the resolution function

We study the origin of the χ2 dependency of the resolution function with a simple MC
simulation first. We expect the pull distribution of a vertex fitting to be flat over the
reduced-χ2 value, but it isn’t. For example, RCP given in Eq. 5.8 consists of two Gaus-
sians with the σ value that depends on reduced-χ2 from CP-side vertex fitting. We find
the reason is related to the structure of inputs for the vertex fitting. To investigate it in
detail, we performed a simple MC simulation that mimics the vertex fitting.
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Figure 5.5: Comparison of σCP
ℓ between MC and Data.
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0 10 20 30 40 50 60 70 80 90 100
m)µ (tag

lσ

0

0.01

0.02

0.03

0.04

0.05

0.06

m
 )

µ
E

ve
nt

s 
/ (

 4
 

)0

S
' Kη → 0Main channel (B )0

S
' Kη → 0Main channel (B

0 10 20 30 40 50 60 70 80 90 100
m)µ (tag

lσ

0

0.01

0.02

0.03

0.04

0.05

0.06m
 )

µ
E

ve
nt

s 
/ (

 4
 

)±' Kη → ±Control channel (B

MC

Data

)±' Kη → ±Control channel (B

Figure 5.7: Comparison of σtag
ℓ between MC and Data.
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Figure 5.9: Comparison of (χ2)tag between MC and Data.
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Firstly, we generate six (which is the number of π± from η′ and K0
S) x with a single

Gaussian that has µ = 0, σ = σCP
ℓ . The σCP

ℓ values for each x value are obtained
from the CP-side vertex fitting results of the signal MC samples to mimic the real error
distribution.
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Figure 5.11: The fitted result for pull distribution (left) with a Gaussian and χ2 distri-
bution with a χ-squared PDF function.
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Then, we calculate inverse-σ weighted mean µ, pull p, and χ2 values as follows:

µ =
Σ6

i=1(xi/σ
2
i )

Σ6
i=1(1/σ

2
i )

(5.15)

p = µ ·
√

Σ6
i=1(1/σ

2
i ) (5.16)

χ2 = Σ6
i=1

[
((xi − µ)/σi)

2
]

(5.17)

The first step of generating x values represents the determination of track parameters,
and the second step simulates the calculation procedure of the pull values from the vertex
fitting. This procedure was repeated 100000 times, and we fit the distribution of pull
values with a Gaussian and the distribution of χ2 values with a χ-squared distribution.
The functions fit well with the distributions, and the parameters are as we expected, as
shown in Fig. 5.11. If we slice the pull distribution with χ2 values and fit the distribution
with a Gaussian, we can see the width of the distribution is consistent over all slicing as
in Fig. 5.12.

Next, we generate six x values with a double Gaussian of PDF(x|µ, σ) = 0.9 ·
Gaus(x|0, σCP

ℓ ) + 0.1 ·Gaus(x|0, 2σCP
ℓ ) and calculate µ, p, and χ2 values as stated above.

Then, the pull distribution differs from the standard normal distribution, and we cannot
model the χ2 distribution with a simple χ-squared PDF, as shown in Fig. 5.13. Similar
to what we did in the case with a single Gaussian, we slice the pull distribution by χ2

and fit it with a Gaussian. At this time, we confirm that the width of Gaussian depends
on χ2, as shown in Fig. 5.14.

To sum up, we imitate the vertex fitting procedure from track parameters by gen-
erating six x values and calculating µ and χ2 values with inverse-σ weighting. Then,
we emulate the determination for parameters of resolution functions by calculating pull
distribution and fitting it with a Gaussian. We confirm that there is no χ2 dependency
in the case of generating x values with a Gaussian, but the dependency emerges in the
case of generating x values with a double Gaussian. This result suggests the structure
of input data for the vertex fitting (track parameters of π± from η′ and K0

S for our case)
makes χ2 dependency of the resolution functions.

We checked the pull distribution of track parameters from the signal MC samples and
fitted a double Gaussian function to it. The example distribution of pull values for d0 and
z0 track parameters, fitted curve, and parameters are shown in Fig. 5.15. We can confirm
that the pull distributions are well described with the double Gaussian, and there is a
sizable fraction (∼10%) of minor(tail) components of the function. This result confirms
that the χ2 dependency of the resolution function originates from the tail component of
the pull distribution for the track parameters.

5.2.2 Calibration procedure

In this subsection, we briefly discuss the calibration procedure of parameters of the reso-
lution function using cosmic samples from MC simulation or experimental dataset. Basi-
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cally, the calibration is a correction to a set of resolution parameters determined using the
signal MC samples, which are given in Tabs. 5.1 and 5.2, and factors for the correction
are determined from two sets of resolution parameters determined using the cosmic MC
and data samples. The following contents describe how we determined the correction
factor and how it is applied to the resolution parameters from the signal MC samples.

In the previous subsection, we confirmed that the pull distribution of track parameters
significantly affects the resolution of vertex fitting. Thus, we examine the difference in
resolution parameters due to the difference in pull distributions of track parameters using
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Figure 5.13: The fitted result for pull distribution (left) with a Gaussian and χ2 distribu-
tion with a χ-squared PDF function. The x values are generated with double Gaussian.
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cosmic samples. In detail, we can reproduce the pull distribution of track parameters
using cosmic samples and examine the difference in the pull distribution between MC
and experimental data samples. This can be done by exploiting the track reconstruction
process of Belle II. In the process, a trajectory for cosmic muons is reconstructed by two
tracks as given in Fig. 5.16.

Since the two tracks are independent measurements for a single particle (cosmic
muon), we can extract the pull value p′x of each track parameter x as follows:

p′x =
xupper − xlower√

(σupper
x )2 + (σlower

x )2
(5.18)

This enables us to calculate the pull distribution in both samples of MC and ex-
perimental data and to assess the difference in the pull value between the two types of
samples. We model the pull distribution with a double Gaussian to reproduce the mi-
nor(tail) component of the pull distribution of track parameters. The comparison and
fitting results for the pull distribution of d0 and z0 between cosmic MC and data samples
are shown in Fig. 5.17. Also, we confirmed the difference in the property of the pull
distribution of track parameters from the cosmic samples and the signal MC samples,
and the difference is considered by a correction method explained in App. C.

The double Gaussian is embedded into the pull distribution of track parameters in
signal MC samples to examine the MC and data difference in the aspect of resolution pa-
rameters. This procedure is called “Fast Simulation”. Then, the differences are converted
to the correction factor for resolution parameters, which is defined by two types: Bias
and Scale factor. Each type of correction factor is applied to the resolution parameters
given in Tabs. 5.1 and 5.2, which is determined using original signal MC samples, with
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Figure 5.17: Comparison for the pull distribution of track parameters of d0 and z0 between
cosmic MC(blue) and data(red). The solid line represents the fitted double Gaussian to
each distribution, and parameters are shown.

the following way for a given parameter α of the resolution function.

For Scale factor β : α → αcorrected
scale = α · β (5.19)

For Bias factor γ : α → αcorrected
bias = α + γ (5.20)

The correction factors for calibration of resolution parameters are given in Tab. 5.3,
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and the comparison of the resolution function before and after the calibration is shown
in Fig. 5.18, which indicates the resolution after the calibration is slightly worsened. We
consider the reason for the deterioration of the resolution in the experimental data due
to the imperfect MC simulation of Belle II, such as ignoring of electrical noise of detector
signals in the simulation for digitization.

Parameters Correction method Correction factor
fCP
core Scale factor 0.794
cCP
core Bias factor -0.108
sCP
core Scale factor 1.87
cCP
tail Bias factor -0.0618
sCP
tail Scale factor 1.29

τ tagexp,const Bias factor 0.108
τ tagexp,slope Scale factor 0.888
τ tagexp,ceil Bias factor 4.13
ctagδ Bias factor -0.0347
stagδ Scale factor 1.38
ctagnp Bias factor -0.00248
stagnp Scale factor 0.913

Table 5.3: Correction factors for resolution parameters.
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The methodology for the calibration is summarized in the following list, and detailed
treatments and procedures of the calibration for resolution parameters are explained in
App. C.

1. Determine the resolution parameters using the signal MC samples.

2. Determine parameters for the pull distribution of track parameters from cosmic
MC and data samples.

3. Perform Fast Simulation using track parameters from cosmic MC or data samples
and determine the parameters for resolution functions RCP and Rtag from each set
of track parameters.

4. Calculate scaling or bias factor using the difference of resolution parameter between
cosmic MC and data.

5. Apply factors from 4. to resolution parameters obtained using signal MC sample
to get the parameters for experimental data.
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Figure 5.19: Procedure diagram for the resolution parameter calibration using cosmic
samples.

Especially, if the modeling of the pull distribution of track parameters is ideal and
Fast Simulation can reproduce resolution parameters from signal MC samples perfectly,
we can skip the last step so that the entire procedure can be simplified. We leave this
possible improvement to the next analyst since the current methodology is sufficient for
the current statistics. This procedure is illustrated in Figure 5.19. The validation of
resolution parameters calibrated using this methodology is discussed in the next chapter.

5.3 Background ∆t function
The main background component for this analysis is qq̄ events. These events decay at
collision points, so the Belle II detector cannot distinguish the flight of qq̄; thus, we can
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model a distribution of ∆t from the events with a convolution of the Dirac delta for the
decay of qq̄ and double Gaussian function for the detector resolution. The PDF for the
modeling has seven parameters and is given as Eq. 5.21.

Pbckg

(
∆t|Σt, X

2
)
= f bckg

core Gaus
(
∆t|µ = µbckg

core , σ = (cbckgcore + sbckgcoreX
2)Σt

)
+ (1− f bckg

core )Gaus
(
∆t|µ = µbckg

tail , σ = (cbckgtail + sbckgtail X
2)Σt

) (5.21)

where X2 is the average value of reduced χ2 of vertex fitting for CP and tag-side vertex
fitting and Σt is the uncertainty of total ∆t determination given as following equations:

X2 =
1

2

((
χ2

ndf

)CP

+

(
χ2

ndf

)tag
)

(5.22)

Σt =

√
(σCP

t )
2
+
(
σtag
t

)2 (5.23)

We determine parameters for the background ∆t PDF by fitting ∆t distributions
from background events using MC-truth information from the generic MC sample 400/fb
for the MC study and sideband events (both types of Mbc and ∆E) for experimental
data with a selection criterion of ∆t < 10ps to reject a few outlier events. Determined
parameters for the main channel are given in Tab. 5.4, and ∆t distribution and fitted
curves are shown in Figs. 5.20 for MC and 5.21 for experimental data. The background
∆t PDF determined using MC backgrounds is used in CP fitting of MC samples, and the
PDF determined using sideband events is used in CP fitting with the experimental data.

Channel Parameters Fitted value using
MC backgrounds Sideband in experimental data

Main

f bckg
core 0.923+0.013

−0.015 0.889+0.028
−0.034

µbckg
core 0.008+0.012

−0.012 0.011+0.023
−0.023

cbckgcore 0.852+0.043
−0.042 0.733+0.089

−0.091

sbckgcore 0.336+0.019
−0.019 0.309+0.033

−0.031

µbckg
tail 0.19+0.16

−0.15 0.11+0.23
−0.23

cbckgtail 2.84+0.71
−0.60 2.99+0.80

−0.58

sbckgtail 1.03+0.24
−0.21 0.79+0.26

−0.22

Table 5.4: List of parameters of Background ∆t PDFs from MC and the Data.

To confirm events from the sideband can represent events that are actually used for
the CP fitting, we checked the homogeneity of ∆t distribution in the MC samples between
sideband events and background events in the signal region using MC truth information
as we did in Sec. 4.5.1. The result in Fig. 5.22 indicates no significant differences between
the two populations.
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Figure 5.20: ∆t distribution of background events from 400/fb Generic MC and fitted
curve of Background ∆t PDF for the main channel. The upper four plots are sliced by
X, and Σt slices the below four. The unit of Σt is ps, and each slicing contains 25% of
total events.
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Figure 5.21: ∆t distribution of sideband events from experimental data and fitted curve
of Background ∆t PDF for the main channel. The upper four plots are sliced by X, and
Σt slices the below four. The unit of Σt is ps, and each slicing contains 25% of total
events.
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Chapter 6

Extraction of CP Asymmetries

In this chapter, we will discuss the methodology for the CP fitting and its validation
using various methods and finally present the result of CP asymmetries in our target
decay using the Belle II experimental data.

To consider the incompleteness of the reconstruction method of our target decay, we
used all components discussed in the previous chapters for the CP fitting and its relevant
tests. The tests for the CP fitting are the lifetime determination, CP fitting with MC
samples, linearity tests using specially generated signal MC samples, and ensemble tests
using the Toy MC dataset by an unbinned Maximum-Likelihood fitting. We will explain
all these tests first, then show the results of CP fitting with experimental data and discuss
the systematic uncertainties of the CP asymmetry measurement.

6.1 Validation by determining lifetimes
We performed the lifetime fitting to check our analysis procedure. MC samples or exper-
imental data were used for the lifetime fitting, and ensemble tests using Toy MC data
were also performed to check the validation of the fitting. The following sections will
describe the details.

6.1.1 Signal sample

We confirmed the validity of the resolution function and its parameters determined in the
previous chapter by estimating the lifetime of signal samples. We used all reconstructed
events of the (Signal + SxF) category from the signal sample that has the lifetime input
of τB0 = 1.519 ps and τB+ = 1.638 ps for the Belle II simulation.

Two unbinned ML fittings are performed to determine the lifetime for two (main,
control) channels with the following variables: PDFs for the lifetime fitting are defined
as follows:
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• mcDeltaTau(∆τ): A “true” value for the difference of decay times between B0
CP

and B0
tag from MC event generator, which corresponds ∆τ in Eq. 3.8. This fitting

uses a PDF of Ef (∆τ |τB) = (1/2τB) exp(−|∆τ |/τB) and determines the reference
lifetime of B0 using reconstructed B0

CP events as population.
• DeltaT

(
∆t = ℓCP−ℓtag

βγc

)
: The difference of proper decay times with all effects from

kinematics and the Belle II detector, that we can obtain only this value from the
experimental data. We used (Ek ⊗RCP ⊗Rtag)(∆t|τB) for PDF.

where Ek is a kinematically-smeared Ef which is given in Eq. 5.7.
The fitted lifetime with the ∆τ variable shown in Tab. 6.1 shows good agreement

with simulation inputs for both channels. However, for the results with the ∆t variable
from the table, the control channel shows a discrepancy of 2σ from the estimation result
using ∆τ . The fitting result is consistent with the lifetime input for the simulation.
However, a discrepancy between mcDeltaTau and DeltaT suggests there might be a bias
in the lifetime due to the resolution function, thus we will examine the effects of it on
CP fitting in the systematic studies. Figures 6.1 and 6.2 shows the distribution of each
variable from the signal MC sample and fitted curves for both of main and control channel.
The lifetime fitting with other MC variables that contain intermediate information is also
performed, and its results are given in App. K.

Variables for fitting Fitted τB0 Fitted τB±

mcDeltaTau 1.520(3)ps 1.641(4)ps
DeltaT 1.520(4)ps 1.633(4)ps

Table 6.1: Determined lifetimes of B0 and B± from ∆τ and ∆t

6.1.2 Generic MC samples

We determined the lifetime of B-mesons using generic MC samples that are equivalent
to 1/ab amount of integrated luminosity to check the validity of fsig calculation and
background ∆t modeling with the following PDF:

PLifetime(∆t|τB) = fsig(Ek ⊗RCP ⊗Rtag)(∆t|τB) + (1− fsig)Pbckg(∆t). (6.1)

The fitting result for both channels is τB0 = (1.634+0.125
−0.115) ps and τB± = (1.751+0.070

−0.067) ps,
which is consistent with the input lifetime for the MC simulation within 2σ. Figures
6.3 and 6.4 show ∆t distribution of generic MC and background-subtracted distribution
using sPlot technique[55] with fitted curves. An ensemble test is also performed to check
the validity of this lifetime fitting, and the test does not find any problems with the fitting
procedure, which is discussed in App. K.

89



0

5

10

15

20

25

310×

E
ve

nt
s 

/ (
 0

.3
75

 p
s 

)

)0

S
'Kη → 0Main channel (B )0

S
'Kη → 0Main channel (B

15− 10− 5− 0 5 10 15
mcDeltaTau (ps)

4−3−2− 1−01
23
4

P
ul

l 0

5

10

15

20

25

310×

E
ve

nt
s 

/ (
 0

.3
75

 p
s 

)

)±'Kη → ±Control channel (B )±'Kη → ±Control channel (B

15− 10− 5− 0 5 10 15
mcDeltaTau (ps)

4−3−2− 1−01
23
4

P
ul

l

Figure 6.1: mcDeltaTau distribution and fitted curve of Ef for main and control channel.

0

2

4

6

8

10

12

14

16

18
310×

E
ve

nt
s 

/ (
 0

.3
75

 p
s 

)

)0

S
'Kη → 0Main channel (B )0

S
'Kη → 0Main channel (B

15− 10− 5− 0 5 10 15
t (ps)∆

4−3−2− 1−01
23
4

P
ul

l 0

2

4

6

8

10

12

14

16

18

310×

E
ve

nt
s 

/ (
 0

.3
75

 p
s 

)

)±'Kη → ±Control channel (B )±'Kη → ±Control channel (B

15− 10− 5− 0 5 10 15
t (ps)∆

4−3−2− 1−01
23
4

P
ul

l

Figure 6.2: ∆t distribution and fitted curve of Ek ⊗RCP ⊗Rtag for both channels.
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Figure 6.3: ∆t distribution of generic MC sample and fitted curve of PLifetime.
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and a curve of signal-only PDF with the fitted parameter τB.
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6.1.3 Experimental data

We performed the lifetime estimation in the experimental data to check the validity of
our analysis procedure. Parameters for the resolution functions are calibrated using a
cosmic sample, as discussed in Ch. 5. The determined lifetime from experimental data is
τB0 = 1.553 ± 0.259 ps and τB± = 1.516 ± 0.115 ps, and ∆t distribution and fitted curve
are shown in Figs. 6.5 and 6.6(sPlot). The resultant lifetime for the neutral and charged
B-mesons is consistent with PDG average lifetime (τB0 = 1.519 ps and τB± = 1.638 ps)[11]
and the curves fit well with data points.

0
2
4
6
8

10
12
14
16
18
20
22

E
ve

nt
s 

/ (
 0

.3
75

 p
s 

)

)0

S
'Kη → 0Main channel (B )0

S
'Kη → 0Main channel (B

15− 10− 5− 0 5 10 15
t (ps)∆

4−3−2− 1−01
23
4

P
ul

l 0

10

20

30

40

50

60

70

80

90

E
ve

nt
s 

/ (
 0

.3
75

 p
s 

)

)±'Kη → ±Control channel (B )±'Kη → ±Control channel (B

15− 10− 5− 0 5 10 15
t (ps)∆

4−3−2− 1−01
23
4

P
ul

l

Figure 6.5: ∆t distribution of experimental data of full dataset and fitted curve of PLifetime.
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6.2 CP fitting
Before starting the determination of CP asymmetries, we should build a PDF for the CP
fitting. Basically, we can think that the probability P true

CP (∆τ , qtruetag ) for our analysis is
directly proportional to the decay width given in 3.8. Thus, we can write the probability
with the true information (∆τ , qtruetag ) by considering the PDF normalization as follows:

P true
CP (∆τ , qtruetag |ACP , SCP ) =

1

4τB
e

−|∆τ |
τB

(
1 + qtruetag (Asym(∆τ))

)
(6.2)

where Asym(∆τ) is given in Eq. 1.28 and qtruetag can be +1 for true-B0
tag or -1 for true-B0

tag.
Let us consider the wrong tag probability of the flavor tagging for Btag. Equation

6.2 can be rewritten as P true
CP (∆τ , qtruetag ) = (1/(4τB)) · exp(−|∆τ |/τB) · ptrueCP (qtruetag ), where

ptrueCP (qtruetag ) = (1 + qtruetag Asym). Asym(∆τ) is abbreviated to Asym for simplicity. Then,
a probability P FT

CP (∆τ , qtag) of observing the reconstructed flavor qtag from Flavor Tagger
is given by P FT

CP (∆τ , qtag) = (1/(4τB)) · exp(−|∆τ |/τB) · pFT
CP (qtag), where pFT

CP (qtag) is

pFT
CP (qtag) =ϵqtag(1− wqtag) · ptrueCP (qtruetag = qtag) + ϵ−qtagw−qtag · ptrueCP (qtruetag = −qtag)

=ϵqtag(1 + qtagAsym)− ϵqtagwqtag(1 + qtagAsym) + ϵ−qtagw−qtag(1− qtagAsym),
(6.3)

and the convention of qtag is exactly the same as qtruetag , but it indicates the “reconstructed”
information by Flavor Tagger.

We can convert wqtag = w + qtag
∆w
2

and ϵqtag = ϵ(1 + qtagµ) by using Eqs. 3.10 and
3.11, and Eq. 6.3 becomes

pFT
CP (qtag) =ϵqtag(1 + qtagAsym)− ϵqtagwqtag(1 + qtagAsym) + ϵ−qtagw−qtag(1− qtagAsym)

=ϵ((1 + qtagµ)(1 + qtagAsym)−(1 + qtagµ)(w + qtag
∆w

2
)(1 + qtagAsym)

+(1− qtagµ)(w − qtag
∆w

2
)(1− qtagAsym))

=ϵ((1 + qtagµ)(1 + qtagAsym)− qtag((2wµ+∆w) + (2w + µ∆w)Asym))

=ϵ((1− qtag∆w) + qtag(1− 2w)Asym + µ(Asym + qtag(1− 2w −∆wAsym))

(6.4)

where ϵ is a total flavor tagging efficiency and is assumed to be 1. In our analysis, µ
is considered to be zero because it is zero-consistent at most of r-bin within its uncer-
tainty. The effect of µ will be considered in the systematic study. Then, we can get an
approximated form of P FT

CP (∆τ , qtag) = (1/(4τB)) · exp(−|∆τ |/τB) · pFT
CP (qtag) as

P FT
CP (∆τ , qtag|ACP , SCP ) =

1

4τB
e

−|∆τ |
τB ((1− qtag∆w) + qtag(1− 2w)Asym(∆τ))

=
1

4τB
e

−|∆τ |
τB ((1− qtag∆w) + qtag(1− 2w) (ACP cos(∆m∆τ) + SCP sin(∆m∆τ))) .

(6.5)
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Next, we calculate the probability with consideration of the incompleteness of the
vertex determination as follows:

P sig
CP (∆t, qtag|ACP , SCP , SCP ) = P FT

CP ⊗R

=

∫ ∞

−∞
d(∆τ)P FT

CP (∆τ , qtag|ACP , SCP )R(∆t−∆τ)
(6.6)

where R(∆t) is the resolution shown in Eq. 5.1. τB and ∆m values are fixed to the PDG-
averaged ones to the corresponding lifetimes (τB0 or τB±), and the mixing frequency of
B-meson (∆md = 0.507/ps)[11], respectively.

Finally, we build the entire PDF for the CP fitting to ACP and SCP by including the
effect of events in the Background category. The PDF is given as

PCP (∆t, qtag|ACP , SCP ) = fsigP
sig
CP (∆t, qtag|ACP , SCP ) +

1− fsig
2

Pbckg(∆t), (6.7)

where fsig is event-by-event signal probability defined in Eq. 4.5 and Pbckg(∆t) is the ∆t

PDF for Background category given in Eq. 5.21.

6.2.1 Fit to the signal MC sample

We fitted the signal MC samples as a test of resolution function, wrong-tag probability
given in the “Signal MC” column of Tab. 4.1, and the PDF given in Eq. 6.6. For the CP
fitting, we used all reconstructed events of the (Signal + SxF) category from the entire
signal MC samples. The results in Tab. 6.2 indicate good agreement with the simulation
inputs of (ACP , SCP ) = (0, 0.703) for the main channel and zero asymmetries for the
control channel. Figure 6.7 shows ∆t distribution and fitted curve with separation of qtag
and asymmetry plots with error bar calculated with Clopper-Pearson method. The curve
fits well with the data points from the signal MC samples.

Samples Channels ACP SCP

Signal MC Main −0.015+0.005
−0.005 0.707+0.006

−0.006

Control −0.004+0.005
−0.005 0.007+0.006

−0.006

Generic MC 1/ab Main 0.085+0.135
−0.137 0.712+0.171

−0.183

Control −0.127+0.079
−0.079 −0.040+0.105

−0.104

Table 6.2: Determined CP parameters from 1/ab generic or signal MC samples.

6.2.2 Fit to generic MC sample

We fitted the generic MC sample to extract the CP asymmetry (ACP , SCP ) with the
PDF given in Eq. 6.7. Table 6.2 shows the results, and they are consistent with input
values for simulation. Figure 6.8 shows ∆t distribution and fitted curves with background
components, and 6.9 shows the distribution and PDFs without backgrounds using sPlot .
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Figure 6.7: ∆t distribution with qtag separation from the signal MC samples and fitted
curve for each qtag case. The plots below show asymmetry distribution(black dot) and
curves(solid blue line).
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Figure 6.8: ∆t distribution and fitted curve from generic 1/ab MC sample.

0

5

10

15

20

25

30

35

E
ve

nt
s 

/ (
 1

 p
s 

)

)0

S
'Kη → 0Main channel (B

=+1
tag

q

=-1
tag

q

)0

S
'Kη → 0Main channel (B

15− 10− 5− 0 5 10 15
t (ps)∆

1−
0.5−

0
0.5

1

A
sy

m
m

et
ry

0

20

40

60

80

100

E
ve

nt
s 

/ (
 1

 p
s 

)

)±'Kη → ±Control channel (B

=+1
tag

q

=-1
tag

q

)±'Kη → ±Control channel (B

15− 10− 5− 0 5 10 15
t (ps)∆

1−
0.5−

0
0.5

1

A
sy

m
m

et
ry

Figure 6.9: ∆t distributions of the (Signal + SxF) component using sPlot approach and
the fitted curve.
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6.2.3 Linearity tests with special MC samples

We generated special MC simulation samples with various input values for CP-violating
parameters. Input parameters of (Ainput

CP , Sinput
CP ) are (−1.0, 0), (−0.8, 0), ..., (0.8, 0), (1.0, 0),

(0,−1.0), (0,−0.8), ..., (0, 0.8), (0, 1.0), and additional points, where ACP and SCP are not
zero, (−0.1,−0.1), (−0.1, 0.1), (0.1,−0.1), (0.1, 0.1).

According to Fig. 6.10 and Tab. 6.3, we can confirm the CP fitting procedure
reproduced the inputs well. The result indicates good linearity, but the p-value of a
sub-figure of “Afit

CP with Sinput
CP = 0 fix” in Fig. 6.10 is lower than 0.003 (3σ), and the

result from linearity tests using Toy MC dataset with non-zero µ given in App. I shows
a bias in Afit

CP . We suspect the bias is due to ignorance of an asymmetry of flavor tagging
efficiencies µ. We will examine the effects of µ on extracted CP asymmetries in the
systematic study.

(Ainput
CP , Sinput

CP ) Afit
CP Sfit

CP

(0.1, 0.1) 0.112+0.015
−0.015 0.1210.022−0.022

(0.1,−0.1) 0.097+0.016
−0.016 −0.101+0.023

−0.023

(−0.1, 0.1) −0.1260.016−0.016 0.081+0.023
−0.023

(−0.1,−0.1) −0.106+0.016
−0.016 −0.123+0.023

−0.023

Table 6.3: Results of CP fitting with generated signal MC samples with both-nonzero
(Ainput

CP , Sinput
CP ) configurations.

6.2.4 Ensemble tests

As another test for our CP fitter, we performed an ensemble test only for the main
channel. A toy MC dataset for the test is generated with the following procedure:

• Set inputs for pre-parameters of ACP , SCP , Nsig, and Nbckg.

• Set pool dataset to generate conditional variables of
(

χ2

ndf

)CP,tag

, σCP,tag
t ,for the

(Signal + SxF) and Background categories. (Appendix A)

• For the signal events, Generate tCP and ttag based on exponential decay PDF with
τB to decide ∆ttrue and T in Eq. 5.5.

• Generate true-qtag with ∆ttrue from the previous step and determine r-bin and
reconstructed-qtag value based on ϵB0,B0 and wB0,B0 that can be calculated using ϵ,
µ(=0 for nominal ensemble tests), w, and ∆w information.

• Calculate effects of the kinematical approximation and generate ∆t residual using
conditional variables for vertex fitting to determine reconstructed-∆t value.
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• For the background events, generate ∆t value based on Pbckg(∆t). and qtag =

+1 or −1 with half-half probability. |q ·r| value is generated based on the histogram
PDF.

• Generate signal extraction variable of (Mbc,∆E,OCS, cos(θBoost
B )) independently

using PDFs for the signal extraction. This procedure is repeated Nsig or Nbckg

times for each category.
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Figure 6.10: Results of the linearity test with specially generated signal MC samples
with various Ainput

CP and Sinput
CP . Each sample in a specific input has about 26000 signal

events, corresponding to about 80 ab−1, and blue bars show the CP fitting results with
uncertainty. The solid red line shows the reference line of x = y or y = 0, and the blue
points with the error bar are fitting results for each input. χ2/ndf or “Prob.” value in
the box indicates corresponding values with given lines and data points.
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In the ensemble test, we examined two configurations for the test:

• Single test: A test with Toy MC dataset of 10000 samples with ACP = 0, SCP =

0.703, and Nsig and Nbckg corresponding to the amount of 400/fb and 4/ab from
generic MC, and yields from signal extraction on the experimental data.

• Linearity test: A test with varying input parameters ofACP and SCP as (−1, 0),(−0.8, 0),
...,(0.8, 0), (1.0, 0) and (0,−1), (0,−0.8), ..., (0, 0.8), (0, 1.0). Ten thousand samples
are generated and fitted with configurations from the experimental data. The num-
ber of events is set by ten times Ntotal from the signal extraction for Data.

In the single test, the CP fitting all Toy MC samples succeeded, and Fig. 6.11 shows
the results. We confirmed a bias and wrong uncertainty evaluation in the single test as
well as in the linearity test using the Toy MC dataset shown in sub-figures in Fig. 6.12.
We consider this due to the low statistics since other analysis shows a similar problem[45],
and tests using the Toy MC dataset of large statistics show the bias and underestimation
of errors are relieved.
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(b) Full dataset(362/fb) of experimental data

Figure 6.11: Distributions of pull and absolute bias for CP asymmetries from the single
test with Nsig, Nbckg for various statistics equivalent. Toy MC with full dataset statistics
is performed with configurations from the experimental data, and pull distributions are
fitted with Gaussian.

6.2.5 Fit to the experimental data in the control channel

We extracted the CP asymmetries from the control channel with the experimental data
as validation that our procedure also works well in the data. The extracted ACP =
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(a) Result with Ntotal from the current statistics from the experimental data (362 fb−1). The result is biased, and
its uncertainty is underestimated on both end sides.
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(b) Result with 10 · Ntotal from the current statistics from the experimental data (3.62 ab−1). Underestimation
of uncertainty and bias is largely resolved, but there still is a problem with ACP , SCP input around the physical
boundary.

Figure 6.12: Linearity test using Toy MC. Blue points with error bars indicate fitting
results, and solid red lines show reference values which y = 0 for the mean(µ) and y = 1

for standard deviation(σ).
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−0.091+0.156
−0.155 and SCP = −0.048+0.221

−0.218 which is consistent with the zero asymmetries as
we expected. The distribution of ∆t and fitted curve with separation of qtag is shown in
Fig. 6.13.
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Figure 6.13: ∆t distribution with qtag separation of the control channel from the ex-
perimental data and fitted curve for each qtag case. The plots below show asymmetry
distribution(black dot) and curves(solid blue line).

6.2.6 CP fitting result

We performed the CP fitting using the full dataset of the experimental data. The esti-
mated CP asymmetries from the fitting is ACP = −0.111+0.319

−0.311 and SCP = 0.248+0.470
−0.526.

Figure 6.14 shows ∆t distribution and the fitted curve, and Fig. 6.15 shows the same
thing but separated one by the dilution factor from Flavor Tagger to see the asymmetry
more clearly.

6.3 Systematic uncertainties
We examined the uncertainty due to factors inherent in our estimation procedure. We
will discuss details on the factors and the effects on the CP fitting results from them in
the following subsections.

6.3.1 Fit bias

We assume there is no correlation betweenMbc, ∆E, and OCS used for the fsig calculation.
However, we confirmed the correlation between Mbc and ∆E as shown in a plot on the
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Figure 6.14: ∆t distribution with qtag separation of the main channel from the experi-
mental data and fitted curve for each qtag case. The plots below show asymmetry distri-
bution(black dot) and curves(solid blue line).
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Figure 6.15: ∆t distribution with qtag separation of the main channel from the experi-
mental data and fitted curve for each qtag case. The plots below show asymmetry distri-
bution(black dot) and curves(solid blue line).

right side of Fig. B.2. Also, OCS and dilution factor(|qtag · r|) from the signal events are
also correlated as shown in Fig. 6.16.

We also suppose that the shape of a distribution for
(

χ2

ndf

)CP,tag

is the same over
(Signal + SxF) and Background categories. Still, we confirmed that the shapes are
different, as shown in Figs. F.14 and F.16 so Punzi effects can occur in the CP fitting
procedure.
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Figure 6.16: 2D scatter plot of OCS vs. dilution factor (left) and dilution-sliced OCS

distribution (right) from signal events in the main channel

We examined the effects of these correlations on the CP fitting using an ensemble test
with 4/ab-statistics equivalent Ntotal. A method to generate Toy MC samples that have
the correlation is described in App. A. The bias due to this factor is δA = +0.0076 and
δS = +0.0029.

6.3.2 Parameters for Flavor Tagger

There are two sources for this category: Asymmetries of flavor tagging efficiency and
uncertainty of wrong tag probability.

(1) Asymmetry of the efficiency of Flavor Tagger (µ)

Flavor Tagger might respond differently when the true-flavor of B0 on the tag-side qtruetag

is +1 or -1 due to the response asymmetry on charged particles of the Belle II detector
or any other reason. A parameter of µ indicates an asymmetry of efficiency of the flavor
tagging and is given in Eq. 3.11. The PDF for CP fitting given in Eq. 6.6 does not
consider µ term of µ(Asym + qtag(1− 2w−∆wAsym)) in Eq. 6.4. As both of µ and ∆w

are small (∼ O(1%)) so we can neglect qtagµ∆wAsym term, then we only have terms
of µAsym + µqtag(1 − 2w). If we calculate the asymmetry as given in Eq. 1.28 using
Eq. 6.4, then µAsym term is canceled out in numerator, and the µ(1 − 2w) term has
dominant effects on the ACP and SCP measurement. Since the term is not depending on
Asym(∆t) and adds some offset on the PDF, we can expect this factor will affect ACP

mainly. This can be confirmed in a linearity test with a non-zero µ value stated in App.
I.

We generated 10000 toy MC samples with (Ainput
CP , Sinput

CP ) = (0, 0.703) by determining
reconstructed-qtag with non-zero µ in the dataset generation and fitted it with the nominal
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CP fitter to examine the absolute bias due to this factor. The bias due to this factor is
δA = −0.0052 and δS = −0.0019.

(2) Uncertainty of wrong tag probability (w,∆w)

Wrong tag probability and its asymmetry (w,∆w) are determined by analyzing hadronic
channels with high statistics. A study for this factor considers a deviation on measured
CP asymmetries due to the uncertainty of w and ∆w. We evaluated the deviation by
fluctuating w and ∆w by their uncertainty given in the “Data” column of Tab. 4.1 and
performed CP fit with the changed parameters. This procedure was repeated 1000 times
with the experimental data, and a mean value of a set of (Afit

CP , S
fit
CP ) was calculated.

We have taken the standard deviation value as an error for this factor. The value is
δA = ±0.0090 and δS = ±0.0088.

6.3.3 Pre-fit parameters

CP fitting procedure requires many pre-fit parameters determined using MC samples or
sideband events from the experimental data. The parameters have uncertainty, and we
consider the deviation by this factor. There are two factors in this category for systematic
uncertainty, which are parameters of signal PDF and background ∆t PDF.

(1) Signal PDFs for signal extraction

We changed the parameters of the template PDF for the (Signal + SxF) category, which
are fixed in the signal extraction. The parameters fluctuated by their uncertainty from
the pre-fitting shown in Tab. 4.4 independently and performed the signal extraction.
Then, the CP fitting on experimental data was performed with fsig calculated results
of the signal extraction with fluctuated parameters. This procedure was repeated 1000
times to get the deviation from the fluctuation, which is the systematic uncertainty for
this factor. The deviation is δA = ±0.0029 and δS = ±0.0052.

(2) Background ∆t PDF

Parameters for Pbckg(∆t) were determined by fitting ∆t distribution from events in the
sideband region of experimental data, and they have uncertainty as shown in Tab. 5.4.
The overall procedure is similar to that for the systematic study of Signal PDFs, and the
deviation is δA = ±0.0083 and δS = ±0.0347.

6.3.4 Physical quantities

The PDF for CP fitting shown in Eq. 6.6 requires the lifetime and the mixing frequency
of B-mesons. We are using the average value from PDG and fluctuating the lifetime
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and frequency simultaneously by the uncertainty from PDG to examine the systematic
uncertainty from this factor. A methodology for evaluating systematic uncertainty for
this factor is similar to that for Pre-fit parameters. The deviation is δA = ±0.0007 and
δS = ±0.0050.

6.3.5 Resolution function

We considered the effects of the resolution model on CP asymmetries in three aspects.

(1) Bias due to the resolution model

Although fitting results from the lifetime fit using signal samples are consistent with the
input value for the Belle II full simulation, the residual fitting results shown in Figs. 5.1,
5.2, 5.3, and 5.4 suggests the residual of the fitted resolution function from MC data
points. Also, we did not consider the change in vertex resolution of the Combinatorial
SxF category, which is merged with the Signal category. We checked a bias due to
our resolution model on (ACP , SCP ) by examining the variance of the CP fitting results
between mcDeltaT and DeltaT in the signal MC sample. Since the difference between
the two variables is the presence or absence of smearing by resolution function, we can
determine the bias by comparing CP fitting results using the two variables. The deviation
is δA = −0.0103 and δS = 0.0028.

(2) Selection criteria for the vertex quality

We are applying some selection criteria on vertex quality variables of (χ2/ndf)CP,tag and
σCP,tag
z . Threshold values for these criteria are determined based on the MC study, but as

shown in Figs. 5.6, 5.8, 5.5, and 5.7, the variables from MC or experimental data indicate
differences. We consider the effect by moving the threshold of the selection criteria by
10% each in the experimental data and take the quadratic average of the deviations as
the systematic uncertainty. Also, we calculated this value using the control channel to
minimize the statistical fluctuation, and the value is δA = 0.0111 and δS = 0.0273.

(3) Non-primary component of Rtag

Tag-side resolution function Rtag contains exponential components that express the decay
of long-lived intermediate states. This parameter is determined using the MC signal
sample and relates to the partial decay ratio of b → c transitions with the charged final
state particles. This factor considers the possible discrepancy of the ratio between MC
and Data. We scaled the τ parameter of En, Ep in Rtag by transformation of τ ′ = sglobalnp τ

where sglobalnp is a scale factor, and τ is given in Eq. 5.12. The scale factor is determined by
generating a random variable using a Gaussian function with µ = 1 and a specific value
of σ. The σ value is determined by fitting the ∆t distribution of the main channel from
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the experimental data by fixing τB0 = 1.519 and setting the sglobalnp float in the fitting, of
which the value is 0.435+0.793

−0.435. Estimated uncertainty for (ACP , SCP ) is δA = 0.0245 and
δS = 0.0154.

(4) Uncertainty scaling of track parameters

We apply the helix uncertainty correction given in literature[45] to consider imperfect
estimation of position uncertainties of hit clusters at PXD. We reconstructed experimental
data without the correction and compared the estimated CP asymmetries between the
reconstructed result and the nominal (with the correction) one. The same parameters of
RCP,tag are used for both samples. The deviation is taken as a systematic error for this
factor, and the value is δA = +0.0002 and δS = +0.0003.

6.3.6 Calibration on resolution parameters

We consider two factors for calibrating resolution parameters: the statistics of the cosmic
sample and a bias in ω of the track parameters, which is explained in App. C. We
repeated each factor 100 times and collected the fitted (ACP , SCP ) values to evaluate the
systematic error for each factor.

We consider the uncertainty of parameters of the pull distribution for track parameters
from the cosmic sample as a systematic error. The main input for the calibration consists
of five parameters of a double Gaussian to model the pull distribution obtained from
the cosmic sample. We fluctuated the parameters by their uncertainty with Gaussian
and repeated the calibration and CP fitting. The systematic error due to this factor is
δA = ±0.0102 and δS = ±0.0202.

In addition, we ignored the bias of track parameters in the calibration procedure, but
the bias in track parameter ω has been confirmed. Thus, we calibrated the resolution
parameters with the biased track parameter ω to examine the effects of this factor on
the CP fitting procedure. The systematic error due to this factor is δA = ±0.0012 and
δS = ±0.0020.

The quadratic sum of the standard deviation of two factors is taken as a systematic
uncertainty for the calibration of resolution parameters. The total deviation is δA =

±0.0103 and δS = ±0.0203.

6.3.7 Detector misalignment

The parameters that represent the alignment of the subdetectors for vertex detection,
such as SVD or VXD, have uncertainty that indicates possible deviations from reality. We
generated a dedicated simulation sample of signal decay in which the detector alignment
has been changed to reflect the possible deviation from reality. Then, we performed CP
fitting with the special sample to compare the CP fitting results with our nominal signal
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samples. The difference was taken as a systematic uncertainty for this factor, and the
value is δA = ±0.0054 and δS = ±0.0083.

6.3.8 IP profile

This factor considers the uncertainty of measurements for the IP profile. Dedicated signal
samples are prepared to reproduce the uncertainty. The CP fitting with the samples is
performed to measure deviations of results between a nominal sample and specially gen-
erated ones. Systematic uncertainty for this factor is δA = ±0.0020 and δS = ±0.0024.

6.3.9 Momentum scaling

We consider the uncertainty of calibration for the momentum of charged particles in the
experimental data. We adjusted the momentum of tracks by ±0.1% and reconstructed
BCP with the adjusted tracks. Then, we performed CP fitting to extract CP asymmetries.
The deviation of the momentum-adjusted result from the nominal one was taken as a
systematic uncertainty, and its value is δA = ±0.0013 and δS = ±0.0005.

6.3.10 Tag-Side Interference(TSI)

As discussed in the experimental strategy for CP asymmetry measurements in Ch. 3, we
assumed that B0

tag could only go to ftag and B0

tag can only go to f̄tag, but this is not true.
For example, a self-tagged decay ofB0 → D+π− is used as a clue to tag the flavor ofBtag in
the actual measurement. However, B0 also can decay into the final state through b→ ūcd̄

process, which is doubly Cabibbo suppressed. This effect is called Tag-Side-Interference
(TSI) and makes some changes to the measured CP asymmetries[56]. We utilized the
Belle II official tools for TSI to evaluate this systematic error, which numerically calculates
the possible deviation of ACP and SCP from the true ACP and SCP values. The official
tool infers the true CP asymmetries from the observed ones using a numerical method.
It needs parameters that indicate effects from TSI of rTSI = 0.0118, which means an
effective amplitude ratio by TSI, and δTSI = 273◦, which means an effective strong phase
difference by TSI[57]. The uncertainty is δA = −0.0045 and δS = +0.0038.

6.3.11 Summary

We summarized the systematic uncertainty so far, and Tab. 6.4 shows the summary and
total systematic uncertainty.
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Systematic Sources δA δS

Fit bias +0.0076 +0.0029

µ of Flavor Tagger −0.0052 −0.0019

Uncertainty of w,∆w ±0.0090 ±0.0088

Parameters of Signal PDF ±0.0029 ±0.0052

Parameters of Pbckg(∆t) ±0.0083 ±0.0347

Physical quantities of τB and ∆md ±0.0007 ±0.0050

Uncertainty scaling of the track parameters +0.0002 +0.0003

Selection criteria for the vertex quality ±0.0111 ±0.0273

Non-primary components of Rtag ±0.0215 ±0.0154

Resolution calibration ±0.0103 ±0.0203

Bias due to the resolution function −0.0103 +0.0028

Misalignment ±0.0054 ±0.0083

IP profile ±0.0020 ±0.0024

Momentum scaling ±0.0013 ±0.0005

Tag-side interference −0.0045 +0.0038

Total +0.0319
−0.0310

+0.0531
−0.0530

Table 6.4: Summary of systematic uncertainty.
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Chapter 7

Discussion and Conclusion

In this section, we discuss the significance of the measurement of CP asymmetries given
in the previous chapter, comparison of the result with the last result at Belle, and the
prospect of CP asymmetry measurements in the B0 → η′K0

S channel at Belle II.

7.1 Confidence interval
In the previous chapter, we extracted CP asymmetries in the decay of B0 → η′K0

S with a
subdecay of η′ → η(π+π−π0)π+π− from the full dataset of the Belle II experimental data
as follows:

ACP = −0.111+0.319
−0.311(stat)+0.032

−0.031(syst), and (7.1)
SCP = +0.248+0.470

−0.526(stat)+0.053
−0.053(syst). (7.2)

The result is consistent with the world average given in Section 1.3 and compatible
with the Standard Model prediction within 1σ uncertainty. Table 7.1 compares the result
with various reference values.

We draw the 2D confidence interval with Feldman-Cousins likelihood-ratio approach[58],
which is given in Fig. 7.1. (See App. G) Then, we check the constraint on NP parameters
with a model-independent method from the confidence interval given in the figure. We
map the coordinates of NP parameters (ϕNP , δ, r), which ϕNP is the weak phase of New
Physics, δ is the difference of the strong phase between SM and NP, and r is a ratio of the
magnitude of amplitude between SM and NP, to ACP and SCP using Eqs. 1.37 and 1.38
to get the corresponding confidence level and draw the distribution of the 2-D confidence
level to reject the parameters of NP. Figures 7.2 and 7.3 show the result, which excludes
the presence of NP parameters with high r and δ value and implies dependence on ϕNP

with lower δ region.
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Figure 7.1: 2D confidence interval for ACP and SCP . The white point with the crossbar
shows our measurement with statistical uncertainty, the orange cross indicates the world-
average CP asymmetries in the B0 → η′K0 channel, and the green rectangular point is
the reference value in the charmonium decay. Legend for the color of each region is as
follows: Blue is < 1σ(68.27%), green is < 2σ(95.45%), yellow is < 3σ(99.73%), and red
is < 4σ(99.99%).

Experiment Measurement Residual

Belle[16] ACP = 0.03± 0.06 −0.44σ

SCP = 0.68± 0.08 −0.91σ

BaBar[17] ACP = 0.08± 0.06 −0.60σ

SCP = 0.57± 0.08 −0.68σ

All charmonium[19]
(SM prediction)

ACP = 0.005± 0.015 −0.36σ

SCP = 0.699± 0.017 −0.95σ

Table 7.1: Comparison of the result from this analysis from another measurement in B0 →
η′K0

S channel. The Residual column indicates the residual value of our measurement to
the value of each row.
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Figure 7.2: 2-D confidence level to reject the weak phase of NP (ϕNP ) and the amplitude
ratio of NP to SM (r ≡ |ANP |/|ASM |) with various values of the difference of strong
phase between NP and SM (δ). The color shows the confidence level.

Figure 7.3: 2-D confidence level to reject the weak phase of NP (ϕNP ) and the difference
of strong phase between NP and SM (δ) with various values of the amplitude ratio of NP
to SM (r ≡ |ANP |/|ASM |). The color shows the confidence level.
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7.2 Impact of calibration for resolution parameters
We devised a novel method to calibrate the resolution parameters using cosmic samples,
which is useful for further analysis in Belle II. This method has the following features:

• It can calibrate most of the resolution parameters,
• It can be used for any form of resolution function, and
• The systematic uncertainty due to this calibration is influenced by the statistics of

cosmic samples, which can be easily increased.

However, since we focused on developing the method in an optimized shape for our
target channel at the current statistics, we simplified the calibration procedure and left
room for improvement. According to App. C, we confirmed there is a bias of track
parameter ω that depends on the electric charge of a track. Although we suspect the
problem is due to an inaccurate B-field mapping in the Belle II software framework,
we did not fully understand the reason for the bias and consider the effect of it as a
systematic uncertainty. Also, we simplified the modeling for the pull distribution of
track parameters in the cosmic sample, such as assuming no bias in the track parameter
determination and ignoring possible charge asymmetry in the reconstruction of tracks.
Also, the possible improvement of Fast Simulation discussed in Ch. 5 might be needed
at the higher statistics.

Nevertheless, this procedure is considered promising in terms of versatility which
can be easily applied to other channels or different shapes of resolution functions and
generality that can correct most of the resolution parameters. If this calibration method is
improved as discussed above and validated by applying this method to other large control
samples, it is expected that it will be helpful to the CP violation study of Belle II in other
channels in the future. Also, we expect that the measurement of CP asymmetries in the
other subchannel of B0 → η′K0

S can be corrected with little effort using the versatility of
this method. According to the App. I.1.3, the sensitivity of this measurement is better
than the results from Belle, and we expect such improvement in the sensitivity also in
other subchannels. Thus, the impact of this method would be large and strong when
it is applied to other channels for CP asymmetry measurement, especially to the other
subchannels of B0 → η′K0

S .

7.3 Comparison with Belle results
According to literature[16, 18], the latest result for CP asymmetry measurement of the
sub-channel of B0 → η′(3π)K0

S with the full dataset of the Belle experiment is as follows:

ABelle
CP (η′(3π)K0

S)
= −0.058± 0.181, and (7.3)

SBelle
CP (η′(3π)K0

S)
= +0.800± 0.259. (7.4)
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We compare components for extracting CP asymmetry between this analysis and the
Belle analysis given in the References and discuss the details in the following subsections.

7.3.1 The yield of (Signal + SxF) category

We compare the yield of signal events for the CP fitting. We calculate the signal yield per
the unit number for BB̄ events and confirm that the value in our analysis is lower than
that in the Belle results. In the Belle analysis, the signal yield with 772×106 BB̄ pairs is
174.3±13.5[18], and the signal yield per 1×106 BB pairs is 0.225±0.018. Meanwhile, the
signal yield in the signal region from the experimental data of our analysis is 55.1 ± 8.1

with (387±6)×106 BB pairs and 0.142±0.021 signal yields per 1×106 BB̄ pairs, which
are lower than that from the Belle analysis.

We investigate the reason for the low signal yield, and the main reason for such a low
yield is low signal efficiency. We require a condition of the number of hits from CDC
to the charged tracks, which was not required in the analysis procedure of Belle. The
selection criteria can remove the low-momentum pions, and it causes decreasing in signal
efficiency. To check the effect of the criterion quantitatively, we reconstructed our target
decay using the signal MC samples without the CDC selection and calculated the signal
efficiency. The signal efficiency of the main channel without the selection is 13.97%, and
the nominal signal efficiency in this analysis is 10.88% as shown in Table 4.3. Therefore,
the main reason for the low signal efficiency is the selection criteria related to CDC, and
we think this can be improved in future analysis with additional studies.

Also, the overall fraction of the (Signal + SxF) category in the fitting region (Fsig)
is 55%, which is lower than the Belle result. Such a low fraction is due to the loose
selection on η and B0. In the analysis of Belle, selection criteria for η and η′ is 0.535 <

Mη < 0.558GeV/c2 and 0.945 < M ′
η < 0.970GeV/c2, respectively, and the signal region

is −0.08 < ∆E < 0.06GeV ∧ 5.27GeV/c2 < Mbc. The resultant signal fraction in the
signal region is 65%[18]. In our analysis, we select η and η′ candidates with selections of
0.52 < Mη < 0.57GeV/c2 and 0.40 < ∆Mη′−η < 0.42GeV/c2, respectively, and the signal
region is |∆E| < 0.1GeV ∧ 5.27 < Mbc < 5.29GeV/c2. Although the selection criteria for
η′ selection is hard to compare, criteria for η and ∆E for the signal region in this analysis
are looser than the selection criteria in Belle. We applied combinations of three criteria
in the Belle analysis for η, η′, and ∆E to our sample to check the signal efficiency. The
result is shown in Table 7.2. Appendix L explains the effects of the number of Background
category events, which indicates that the distribution of uncertainty for Afit

CP and Sfit
CP

are not affected by the number of events in the Background category. Therefore, the
number of events in the Background category does not matter on the sensitivity of CP
asymmetries in our analysis.
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Category Original Selection criteria in Belle
η η′ ∆E η & η′ η & ∆E η & η′ & ∆E

Signal 153 142 141 153 137 142 137
π-exchanged SxF 46 36 44 46 36 36 36

Combinatorial SxF 36 27 31 32 26 23 23
Background 157 110 123 116 105 81 77

Purity (S/(S +B)) 59.9% 65.1% 63.7% 66.6% 65.5% 71.3% 71.8%

Table 7.2: The number of each category and the purity of the (Signal + SxF) category
with various combinations of selection criteria in Belle for η, η′, and ∆E.

7.3.2 Flavor Tagger and ∆t resolution

We compare the performance of Flavor Tagger and vertex fitting between Belle and
Belle II. The effective efficiency for the flavor tagging in the experimental data of Belle II
is (31.68± 0.38)%, as given in Table 4.1, and according to literature[59], the efficiency of
Belle is (30.1±0.4)%. For the ∆t resolution function, we compared the root-mean-square
value from our analysis and one from Belle. In this analysis, the root-mean-square(RMS)
of a residual distribution for ∆t from the vertex fitting for both sides is (1.074±0.0019) ps,
and the mean is (−0.2318 ± 0.0026) ps. In the Belle analysis, the RMS value for the
residual distribution is (1.201± 0.022) ps, and the mean is (−0.2057± 0.030) ps[18]. The
resolution (RMS of the residual distributions) is slightly improved from that in the Belle
analysis, although the boost factor (βγc) is smaller than Belle’s one by a factor of 1.5. This
is thanks to the PXD detectors newly installed in the Belle II experiment and requiring
at least two charged pions originating from η′ should have PXD hits. Therefore, the
performance of Flavor Tagger from Belle II is similar to Belle, but we have better vertex
resolution than Belle.

7.3.3 Summary

We compared various factors that can affect the sensitivity of CP asymmetry measure-
ments of Belle II (this analysis) and Belle ([16, 18]). For the signal efficiencies, Belle II
shows a lower value than Belle, and it can affect the sensitivity of CP asymmetries. The
lower efficiency is due to some selection criteria being too strict for studies of CP vio-
lation and can be improved by removing or loosening such criteria. The purity of the
(Signal + SxF) category of Belle II is also lower than Belle, but we confirmed that it
does not affect the sensitivity of our measurement. Belle II has a better resolution for the
∆t determination than Belle and a similar effective efficiency of Flavor Tagger to Belle,
and those can positively affect the sensitivity of Belle II. In the next section, we discuss
how to improve the sensitivity of this analysis in Belle II and suggest the prospect of CP
asymmetry measurement in the channel of B0 → η′K0

S .
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7.4 Prospect
Statistical uncertainty is the primary one in this analysis, which can be reduced by
accumulating more statistics. We discuss the possible improvements and prospects of CP
violation measurement in the B0 → η′K0

S channel at the integrated luminosity of 50 ab−1,
a target luminosity of the Belle II experiment.

Recovery of low-momentum pions As discussed in the previous subsection, re-
moving the CDC hit number criteria for charged pions will improve the reconstruction
efficiency for signal events 1.3 times. From this result, we expect removing the selec-
tion criteria of the number of CDC hits for charged pions will reduce the uncertainty
of ACP and SCP by a factor of 1/

√
1.3. However, this may deteriorate the resolution of

BCP vertex fitting, so we calculated the RMS value of the residual distribution for the
determination of ∆t without the CDC criteria. The value is (1.076 ± 0.0017) ps, which
confirms no significant degradation of the resolution for ∆t by removing the CDC crite-
ria. Therefore, we expect to fully benefit from increased sensitivity on CP asymmetries
thanks to increasing signal efficiency while minimizing the negative effects by removing
the CDC criteria.

Improvements of systematic uncertainty We expect some systematic uncertainty
can be improved in the future since the systematic uncertainties contain statistical fluctu-
ation. We scaled the below uncertainties by 1/

√
L where L is the integrated luminosity.

• Uncertainty of w,∆w: The wrong tag fraction of Flavor Tagger is calibrated by ana-
lyzing Data in the channel of B0 → D(∗)−π+, and we can determine the parameters
precisely with larger statistics, which makes this uncertainty smaller.

• Parameters of Pbckg(∆t): As discussed in Sec. 5.3, the parameters of Pbckg(∆t) is
determined with sideband events from experimental data. If we have more statistics,
more precise parameters are given, which reduces this uncertainty.

• Resolution calibration: The calibration procedure for the resolution parameters uses
the cosmic Data samples. Since the size of the cosmic sample can be grown along
with the data-taking period, we consider this uncertainty will be reduced.

• Selection criteria for the vertex quality: We evaluate this uncertainty by moving
thresholds of selection criteria for vertex quality variables, and such a method may
include statistical fluctuation by removing and adding some events. Currently,
we expect uncertainties by the statistical fluctuation to account for most of this
uncertainty, and it will be reduced by increasing the luminosity.

• Non-primary components of Rtag: According to the Sec. 6.3.5, the estimated sglobalnp ,
a scale factor to evaluate this uncertainty, has large uncertainty and is consistent
with 1, which suggests this uncertainty also contains large statistical fluctuation.
Thus, we consider this uncertainty will be reduced by increasing the luminosity.
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We did not scale the remaining systematic items, such as “Fit bias”, by the integrated
luminosity for the uncertainty extrapolation since we consider those uncertainties are not
directly connected with the statistics of the Belle II experiment. However, it might be
possible to reduce these uncertainties further in the future. For example, the systematic
uncertainty of “Physical quantities of τB and ∆md” is expected to be reduced as the pre-
cision of the values will be improved in the future. On top of that, “Tag-side interference”
can be removed if we adopt a PDF that can consider the interference in the CP fitting,
which helps reduce the systematic uncertainty further. We summarized systematic errors
expected at the Belle II target luminosity in Table 7.3, and a blue line in Fig. 7.4 shows
the projected systematic uncertainty.

Systematic items Current (362 fb−1) Target L (50 ab−1)
δA δS δA δS

Uncertainty of w,∆w ±0.0090 ±0.0088 ±0.0008 ±0.0007

Parameters of Pbckg(∆t) ±0.0083 ±0.0347 ±0.0007 ±0.0030

Resolution calibration ±0.0103 ±0.0203 ±0.0009 ±0.0017

Selection criteria for the vertex quality ±0.0111 ±0.0273 ±0.0009 ±0.0023

Non-primary components of Rtag ±0.0215 ±0.0154 ±0.0018 ±0.0013

Fit bias +0.0076 +0.0029 +0.0076 +0.0029

µ of Flavor Tagger −0.0052 −0.0019 −0.0052 −0.0019

Parameters of Signal PDF ±0.0029 ±0.0052 ±0.0029 ±0.0052

Physical quantities of τB and ∆md ±0.0007 ±0.0050 ±0.0007 ±0.0050

Uncertainty scaling of the track parameters +0.0002 +0.0003 +0.0002 +0.0003

Bias due to the resolution function −0.0103 +0.0028 −0.0103 +0.0028

Misalignment ±0.0054 ±0.0083 ±0.0054 ±0.0083

IP profile ±0.0020 ±0.0024 ±0.0020 ±0.0024

Momentum scaling ±0.0013 ±0.0005 ±0.0013 ±0.0005

Tag-side interference −0.0045 +0.0038 −0.0045 +0.0038

Total +0.0319
−0.0310

+0.0531
−0.0530

+0.0113
−0.0135

+0.0132
−0.0133

Table 7.3: Improvements of systematic uncertainties at the current statistics (362 fb−1)
and target luminosity of Belle II (50 ab−1). The upper five items are reduced by increasing
the statistics, and those in the lower part are not affected by the statistics.

Statistical uncertainty with other subchannels We estimate the statistical un-
certainty with more luminosity when we include other prominent subchannels of the
B0 → η′K0

S channel. The resolution model and its calibration method developed for
this analysis can be used to analyze the other subchannels of the B0 → η′K0

S decay.
Especially, η′ → η(γγ)π+π− and η′ → ρ(π+π−)γ channels are highly prominent since
the signal yield of these two subchannels is 2-3 times higher than our target channel, as
shown in Table 7.4. Therefore, we can get extensive statistics and increase sensitivity
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with relatively small efforts by reusing the resolution model to the two subchannels.

Channel B (×10−6)[11] Signal yield[16, 18] ACP [16, 18] SCP [16, 18]
η′ → η(π+π−π0)π+π− 2.146± 0.168 174.3± 13.5 −0.058± 0.181 0.800± 0.259

η′ → η(γγ)π+π− 3.713± 0.289 648.3± 27.9 +0.161± 0.098 0.724± 0.151

η′ → ρ(π+π−)γ 6.548± 0.510 1410.5± 48.5 −0.071± 0.069 0.718± 0.098

Table 7.4: Branching ratio and signal efficiency for prominent other two subchannels.

To estimate the statistical uncertainty when we include the two subchannels above in
the analysis, we conducted a study using Toy MC datasets. CP asymmetries from the
latest result by Belle of B0 → η′K0

S(π
+π−) subchannels are given as ACP = −0.002±0.054

and SCP = +0.728 ± 0.079[18], and we multiplied the uncertainty of the measurement
by improvements of the sensitivity given in App. I.1.3. We calculate a projection of
statistical uncertainties with the two subchannels by scaling the multiplied uncertainty
with 1/

√
L, indicated as a red line in Fig. 7.4. For example, the statistical uncertainty

at 50 ab−1 is σACP
= 0.00628 and σSCP

= 0.00890.

Summary and tasks for further improvements Based on the discussion for im-
provements in this subsection, we extrapolated the total uncertainty of ACP and SCP to
the integrated luminosity of 50 ab−1, which is given as a green line in Fig. 7.4. The uncer-
tainty at 50 ab−1 integrated luminosity is expected to be δA = 0.01653 and δS = 0.01600,
which is close to the current SM theoretical error given in Tab. 7.1.
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Figure 7.4: Projection of uncertainty for ACP and SCP . Rectangular points indicate the
corresponding error of Belle[16, 18].

In the high luminosity region of L > 15 ab−1, the primary source of uncertainty be-
comes systematic errors, and the systematic errors not depending on the luminosity would
be a main target to be reduced to achieve the higher sensitivity. For example, the “Mis-
alignment” item in Tab. 7.3 will be the most major item in the systematic uncertainties
of SCP . This factor is introduced to consider the imperfection in the alignment mea-
surement of subdetectors, and the progress of alignment methods will help to reduce the
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systematic uncertainty. Also, we should consider the correlation in the evaluation for the
systematic uncertainties in the high luminosity. For instance, we ignored the correlation
between the parameters of the PDF when we evaluate the “Parameters of Signal PDF”,
which will be the second main source of the systematic uncertainty for SCP in 50 ab−1,
to make a conservative approach, but it should be revised to consider such correlations
in the high luminosity. Another example is the correlation between items for the sys-
tematic uncertainties. Currently, we consider there is no significant correlation between
each item, but “Bias due to the resolution function” is correlated with Flavor Tagger
since both of them use the tag-side information. In the high luminosity, we can divide
the resolution model by high and low dilution factors, and it might help to mitigate the
systematic uncertainties by the resolution function bias, which is the most-contributing
item to δA in 50 ab−1. Therefore, it will be important to reduce the systematic error
after L ∼ 15 ab−1 with advanced methods to achieve higher sensitivity.

7.4.1 Sensitivity and constraints on New Physics

We calculated the 2-D confidence interval with the sensitivity at 50 ab−1, as shown in
Fig 7.5 with the measured CP asymmetries are consistent to the current world-average
value from the charmonium mode (ACP = 0 and SCP = 0.698)[19]. Also, we recalculate
the constraint on parameters of New Physics (δ, ϕNP , and r ≡ |ANP |/|ASM |) based on
the new confidence interval, which is shown in Figs. 7.6 and 7.7. If New Physics has a
sizable weak phase (ϕNP ), we can exclude the ratio of amplitude r above 3-5%.

Figure 7.5: The confidence interval when the measurement results for ACP and SCP is
the current world-average CP asymmetry in the decay of B0 → cc̄K0 (the green point)
at the target luminosity of Belle II. The lightest region is < 1σ, and the darkest is > 7σ.
The left plot shows the entire physical region, and the right is an enlarged version.
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Figure 7.6: Map of confidence level to reject parameters of New Physics at the integrated
luminosity of 50 ab−1. ϕNP vs. |ANP/|ASM | is shown with slicing of δ. The color indicates
the confidence level.

Figure 7.7: Map of confidence level to reject parameters of New Physics at the integrated
luminosity of 50 ab−1. ϕNP vs. δ is shown with slicing of r ≡ |ANP/|ASM |. The color
indicates the confidence level.
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7.5 Conclusion
We developed methodologies for the whole analysis procedure to measure CP asymmetries
in the decay of B0 → η′K0

S with the subchannel of η′ → η(π+π−π0)π+π−, which is
mediated by b→ sqq̄ penguin diagram within the Standard Model and provides a promise
mean to explore New Physics with the CP-violation by comparing CP asymmetries in
the channel of b → cc̄s transition, such as the B0 → J/ψK0

S decay. In this analysis,
we measured CP asymmetries in our target channel with the full-dataset of Belle II
on the Υ(4S) resonance collected from April 2019 to June 2022, which corresponds to
N(BB̄) = (387± 6)× 106 and (362± 2) fb−1.

For the measurement, we have devised a reliable methodology to determine the CP
asymmetries with high statistics of 50 ab−1, which is the target luminosity of the Belle II
project. We developed a method to obtain an optimal reconstruction result for the CP
fitting, such as optimizing the π0 and K0

S selection criteria described in App. E and
η′ selection using the mass difference between η′ and η. On top of that, we established
improved techniques to consider various factors of ∆t in the CP fitting. The calibration of
the resolution parameters using cosmic samples is the first attempt to confirm the reason
for the structure of the resolution function and correct the difference in the resolution
between MC and data. The method has more advantages than conventional ones for
calibration and can be applied to other channels or different forms of resolution functions.
Then, we built a procedure for the validation of the resolution parameters using the
control channel of B± → η′K± by emulating the vertex resolution of B0 → η′K0

S . Also,
we developed a method to extract the probability of signal events with 5-D variables,
which is very sensitive for signal and background events, so that the sensitivity of our
measurement is unaffected even with more background events, as discussed in App. L.
Using these methodologies, we extracted CP asymmetries, and the results are

ACP = −0.111+0.319
−0.311(stat)+0.032

−0.031(syst), and (7.5)
SCP = +0.248+0.470

−0.526(stat)+0.053
−0.053(syst). (7.6)

The result of our measurement is consistent within 1σ with the prediction from the
Standard Model based on the measurements in the charmonium decay and the averaged
asymmetries in B0 → η′K0

S from the previous analysis conducted by BaBar and Belle.
Also, in the target luminosity of Belle II, the statistical error becomes a minor source
of uncertainty, and we should focus on reducing the systematic errors mainly. At the
target integrated luminosity, the total uncertainty will be 0.01653 for ACP and 0.01600
for SCP , similar to the current SM theoretical errors, and we can reject the amplitude
ratio r above 3-5% when New Physics has a sizable weak phase.

We hope and believe all the development, improvement, and discussion from this study
will be highly useful for the future measurement of CP asymmetries in the B0 → η′K0

S

channel as well as in other channels at Belle II.
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Appendix A

Algorithm for Continuous Variable
Generation

In our CP fitting procedure, we use conditional variables such as χ2
CP,tag or E∗

beam. To
confirm the procedure, we perform an ensemble test and need to generate the conditional
variables in the sample generation step. It might be good to resample the variables from
the generic MC or signal samples. However, if the pool size for resampling is limited, then
repeated use of one value for the conditional variables will happen. This can negatively
affect the ensemble test, so we devised an algorithm to generate conditional variables
without the resampling from the populations with limited statistics.

A.1 1-D case
We generated the variable with the following procedure:

1. Get the list of a variable from a given population.

2. Sort the list and pick two consecutive elements from the list (ai, ai+1).

3. Generate a uniform random number r within the range of (0, 1).

4. Calculate the formula of (1 − r) · ai + r · ai+1. This value will be generated value
from this procedure.

A.2 2-D case
To reproduce some correlation between two variables, a 2-D variable generator is needed.
We generated a pair of variables (x, y) as following procedure:

1. Build a 1-D variable generator for variable x.
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2. Make N = 100 uniform bins for x within the range of (xmin, xmax) and divide (x, y)

pairs to the corresponding bin for x value.

3. Build 1-D variable generators for y per each bin in Step 2.

4. Generate x value from the 1-D generator built in Step 1.

5. Generate y value using the 1-D generator from the corresponding bin to the x value
generated from the previous step.

We tested the 2-D generator by generating (Mbc,∆E) pair from signal samples. Figure
A.1 indicates the generator can reproduce the original population.
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Figure A.1: Comparison of 2D scatter plots of Mbc vs. ∆E between signal sample(left)
and 2-D case generator(right) using the signal sample.
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Figure A.2: Comparison of 2D scatter plots of Mbc vs. ∆E from Toy MC samples between
using 2-D case generator (left) and signal extraction PDF (right). The probability for
events in the red-hatched area in the left-side plot will be underestimated by the PDF.
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Appendix B

Supplemental Studies for the
Reconstruction & Signal Extraction

B.1 Reconstruction efficiency for the control channel

Selection Signal + SxF events Background events
η′, η Selection, Mbc,∆E and the best candidate selection 15.76% (15.76 %) – (100 %)

pπ0 > 0.204 GeV/c 92.33% (14.55 %) 84.63% (84.63 %)
Selection for PXD Hits 99.8% (14.52 %) 99.52% (84.22%)(

χ2

ndf

)CP

< 10 90.57% (13.15 %) 75% (63.17 %)
σCP
ℓ < 50µm 94.68% (12.45 %) 88.71% (56.04 %)

Tag-side vertex fitting succeeded 98.71% (12.29 %) 98.2% (55.03 %)
σtag
ℓ < 100µm 97.81% (12.02 %) 98% (53.93 %)

Flavor tagging succeeded 100% (12.02 %) 100% (53.93 %)

Table B.1: The efficiency for the reconstruction of B± → η′K±. The percentage in
parentheses is a cumulative efficiency, and the value for the Background category is the
relative one for efficiency after the best candidate selection for B±

CP .

B.2 Ensemble test using Toy MC dataset
We performed the ensemble test using the Toy MC generator to check the validity of the
fitting procedure. We generated 1000 toy samples with parameters from signal extraction
of experimental data for the main channel only. There are no failed trials, and the pull
distribution for all parameters shows the standard normal distribution (Figure B.1).
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B.3 Correlation between variables
We investigated the correlation between variables for the signal extraction 3D fitting
(Mbc, ∆E, and OCS). The 2D scattering plots between Mbc vs. ∆E, Mbc vs. OCS, and
∆E vs. OCS, and sliced distribution from signal events in the main channel are shown
in Figure B.4, B.5, and B.6 (Figure B.7, B.8, and B.9 for the control channel.

We can confirm that variables ofMbc and ∆E are correlated. Still, we are ignoring such
correlation in our signal extraction, so we estimated the amount of bias by performing
an ensemble test that can reproduce the correlation in the sample generation step. An
algorithm for generating a pair of (Mbc,∆E) variables is described in Appendix A. We
generated 1000 Toy MC samples using pre-fit parameters for the main channel from the
experimental data. We expect Fsig will be underestimated because our PDF for the signal
extraction predicts a low probability for the correlated events. (The red-hatched area in
Figure A.2.) Figure B.2 shows pull distributions from the ensemble test and Figure B.3
shows distributions of the absolute bias. We can confirm that the pull distribution for
Fsig is negatively shifted and other parameters are slightly biased compared to the pull
distribution of B.1. The average value of the absolute bias in Fsig due to the correlation is
O(0.1%). We will consider the effects of this correlation on the CP parameter estimation
in systematic error studies.

Although we can see a weak correlation between OCS and Mbc or OCS and ∆E,
we can neglect the correlation because the correlation is negligible. The source of this
correlation is the Combinatorial SxF events. In the Background category, there is no
correlation between variables as shown in Figure B.10 (main channel) and B.11 (control
channel).
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Figure B.1: Pull distribution of all parameters from the ensemble test for the signal
extraction.
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Figure B.2: Pull distributions of all parameters for the signal extraction from the ensemble
test with the Mbc-∆E correlation.
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Figure B.3: Absolute bias distributions of all parameters for the signal extraction from
the ensemble test with the Mbc-∆E correlation.
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Figure B.4: 2D scatter plot of Mbc vs. ∆E (left) and ∆E-sliced Mbc distribution (right)
from signal events in the main channel.
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Figure B.5: 2D scatter plot of Mbc vs. OCS (left) and OCS-sliced Mbc distribution (right)
from signal events in the main channel.
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Figure B.6: 2D scatter plot of ∆E vs. OCS (left) and OCS-sliced Mbc distribution (right)
from signal events in the main channel.
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Figure B.7: 2D scatter plot of Mbc vs. ∆E (left) and ∆E-sliced Mbc distribution (right)
from signal events in the control channel.
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Figure B.8: 2D scatter plot of Mbc vs. OCS (left) and OCS-sliced Mbc distribution (right)
from signal events in the control channel.
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Figure B.9: 2D scatter plot of ∆E vs. OCS (left) and OCS-sliced Mbc distribution (right)
from signal events in the control channel.
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Figure B.10: 2D scatter plots between variables for the signal extraction in the main
channel
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Figure B.11: 2D scatter plots between variables for the signal extraction in the control
channel
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Appendix C

Procedure of Calibration for
Resolution Parameters

In this appendix section, we will discuss the details of the calibration procedure. The
detailed procedure of calibration for the resolution parameters will be explained in the
following sections.

C.1 Signal MC sample and the pull distribution for
the track parameters

The main inputs for the vertex fitting are charged tracks, and each track is parameterized
by five track parameters of (d0, z0, ϕ0, ω, tan(λ)). We can calculate a pull value px of
a specific track parameter x of a track using MC-truth information as the following
equation:

Possible reco. 
tracks

(b)

Hits by particle

𝑧̂

Hits by particle𝑧!
𝑧̂

True trajectory

𝜆

(a)

𝜙$

Figure C.1: Graphical interpretation for the situation of (z0, tan(λ)) correlation. Sub-
figure (a) shows the true trajectory and hits made by a particle, and Sub-figure (b)
indicates z0 and tan(λ) of possible reconstructed tracks from the track fit are constrained
by the hits and negatively correlated.
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px =
x− xtruth

σx
(C.1)

where xtruth is a MC-truth value from MC generator information and σx is uncertainty
of a track parameter x. As shown in Figure C.2, we can confirm that the pulls of track
parameters are significantly correlated: (d0, ϕ0) and (z0, tan(λ)). We think the correlation
is related to the parameterization method of track parameters.
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Figure C.2: 2D scatter plots between pull values of each track parameter from four π±

in our signal MC. (d0, ϕ0) and (z0, tan(λ)) pairs are strongly correlated.

In the current parameterization, z0 is the z-coordinate of POCA (Point Of the Closest
Approach), and tan(λ) is a kind of the z-direction component of the momentum at POCA.
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If we assume the true trajectory of a particle is the red line in Figure C.1(a), then track
parameters of z0 and tan(λ) are constrained by hits made by the particle shown in the
figure. Because the hits are made only on one side of the figure, the residual of z0 and
tan(λ) from the true values are negatively correlated, as shown in Figure C.1(b). The
correlation of (d0, ϕ0) also emerges in a similar fashion. An example plot that describes
the situation of (z0, tan(λ)) is shown in Figure C.1.
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Figure C.3: Transformed distribution for pull values from the signal MC samples. There
is a negligible correlation between the pull variables.

We can remove the correlation by rotating 2D distributions of correlated pairs of
(d0, ϕ0) and (z0, tan(λ)) by −45◦ and 45◦ with the following equations, respectively.
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p(d0−ϕ0)narrow =
1√
2
(pϕ0 − pd0) , p(d0−ϕ0)wide =

1√
2
(pϕ0 + pd0) (C.2)

p(z0−tan(λ))narrow =
1√
2
(pz0 + ptan(λ)) , p(z0−tan(λ))wide =

1√
2
(pz0 − ptan(λ)) (C.3)

Figure C.3 shows that the correlations are successfully removed. For the further
procedure of the calibration, we will only handle the rotated pull value from now.

C.2 Cosmic MC and reproducing the correlation of
track parameters

For the cosmic sample, the pull value is calculated in a different way from that in the
signal MC sample because there is no reliable MC truth information in the cosmic sample.
In the Belle II tracking system, one cosmic particle is reconstructed by two charged tracks
by the upper and lower one. Because the two tracks are independent measurements for
a single particle (cosmic muon), the pull value p′x of each track parameter x can be
calculated as the following equation.

p′x =
xupper − xlower√

(σupper
x )2 + (σlower

x )2
(C.4)

where σx is the uncertainty of a tracking parameter x and ′ on superscript indicates the
pull value is the cosmic type.

We simulated cosmic MC events or analyzed cosmic events collected during the physics
run and reconstructed the events by using a particular reconstruction module in basf2
named add_cosmics_reconstruction and CDCCosmicAnalysis that are stored in our
git repository. For the reconstruction of the cosmic events, we required one PXD hit at
least and |d0| < 1cm ∧ −2cm < z0 < 4cm for all tracks. We fitted the rotated cosmic
pull of (ω,N(d0−ϕ0),W(d0−ϕ0), N(z0−tan(λ)),W(z0−tan(λ)) to deal with the cosmic pull values
in the same footprint as in the signal MC sample. N means narrow-side variables and W
means wide-side variables.

P (p′x) = fx
majorGaus(p′x|µ = µx

major, σ = σx
major) + (1− fx

major)Gaus(p′x|µ = µx
minor, σ = σx

minor)

(C.5)

where the fraction of fmajor > 0.5. Distributions of cosmic-type pull value and fitted
curves are shown in Figures C.4 and C.5 from cosmic MC and Data, respectively.

The important feature of the cosmic pull value is that there are no correlations in the
2D distributions, as shown in Figure C.6. Thus, if we want to consider the structure of
pull distribution for track parameters properly in the calibration, we should reproduce the
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Figure C.4: Cosmic-type pull distribution of track parameters and its fitting result(curve
and parameters) from cosmic MC.
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Figure C.5: Cosmic-type pull distribution of track parameters and its fitting result(curve
and parameters) from cosmic data.

correlation of track parameters in the signal MC samples. We reproduced the correlation
using specially simulated events in the Belle II simulation framework, named “Back-to-
Back MC sample”.
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Figure C.6: 2D scatter plots between cosmic-type pull values of each track parameter
from cosmic MC.
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C.2.1 Back-to-Back MC sample

A Back-to-Back event is an MC event that oppositely-charged µ goes in the exact reverse
direction from a point around the IP within the beam pipe. In detail, we generated a
pair of µ± in a random point within the range of

√
x2 + y2 < 1cm and −2cm < z < 4cm.

Then, the momentum of each µ is determined from the uniform distribution within a
range of 0.3GeV/c < pµ < 3.0GeV/c without any boost from e+e−. An example event
from the Back-to-Back MC generator is shown in Figure C.7.

𝝁! 𝝁! 𝝁"𝝁"

Figure C.7: An example event from Back-to-Back sample. The pair of oppositely-charged
µ is generated around the IP and goes in the opposite direction.

These events are similar to cosmic events as shown in Figure 5.16, but we can calculate
both pull values of signal MC (p) and that of cosmic events (p′). Using this feature, we ex-
tracted some scale factors to reproduce the correlation of the signal type pull distribution
p for the cosmic MC or Data.

C.2.2 Extraction of the scale factors

We simulated and reconstructed the Back-to-Back events and got distributions of p and
p′ for each transformed track parameter of (ω,N(d0−ϕ0),W(d0−ϕ0), N(z0−tan(λ)),W(z0−tan(λ)).
In the reconstruction, we applied the reconstructed tracks should have one PXD hit at
least. Then, we fitted the pull distributions with the function in Equation C.5 within
(−5, 5) range but (−1, 1) for narrow-side variables of signal type pulls and calculated
correction factors using the fitting results. The fitted distribution and parameters from
Back-to-Back MC are shown in Figures C.9 and C.8 for the signal type pull px and cosmic
type pull p′x, respectively.

Because of that, the correlation originates from the parameterization of a track, and
MC and Data use the same parameterization; we can make an assumption that the ratio
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of sigma of the major Gaussian component for the wide variable to that for the narrow
one will be the same between MC and Data. Also, we assumed that the overall shape
of the signal type pull distribution for the narrow side variables, such as the fraction of
the major Gaussian (fN

major) or ratio of σN
minor/σ

N
major, is the same between the Back-to-

Back and cosmic samples. Thus, we extracted a correction factor from the Back-to-Back
sample as follows:

• dWide,x = (1−f pWide,x

major )/(1−f p′Wide,x

major ): A scale factor for a fraction of major Gaussian
for wide variables between the signal and cosmic type pull distribution.

• sWide,x
major,minor = σ

pWide,x

major,minor/σ
p′Wide,x

major,minor: A scale factor for σ of major or minor Gaus-
sian signal and cosmic type pull distribution.

• fNarrow,x
major = f

pNarrow,x

major : Fraction of major Gaussian of narrow-side signal type pull
distribution.

• sWide→Narrow
major,x = σ

pNarrow,x

major /σ
pWide,x

major : A scale factor for σ of major Gaussian between
wide and narrow-side signal type pull distribution.

• sNarrow,x
major→minor = σ

pNarrow,x

minor /σ
pNarrow,x

major : A scale factor for σ between major and minor
Gaussian for narrow-side signal type pull distribution.

where x is a pair of correlated pull variables.
Table C.1 shows each correction factor determined by Back-to-Back MC samples.

Parameter Value Parameter Value
dWide,(d0−ϕ0) 0.461 f

Narrow,(d0−ϕ0)
major 0.824

s
Wide,(d0−ϕ0)
major 1.443 sWide→Narrow

major,(d0−ϕ0)
0.314

s
Wide,(d0−ϕ0)
minor 1.631 s

Narrow,(d0−ϕ0)
major→minor 0.409

dWide,(z0−tan(λ)) 0.807 f
Narrow,(z0−tan(λ))
major 0.723

s
Wide,(z0−tan(λ))
major 1.397 sWide→Narrow

major,(z0−tan(λ)) 0.352
s
Wide,(z0−tan(λ))
minor 1.371 s

Narrow,(z0−tan(λ))
major→minor 0.421

Table C.1: Determined correction factor from Back-to-Back MC sample to reproduce the
correlation of signal type pull.

C.2.3 Making the correlation

We reproduced the correlation by applying the scale factor from the previous paragraph.
1 Firstly, we scaled parameters of double Gaussian for wide-side pull distributions from
cosmic samples. The parameters are obtained from a fitting with a double Gaussian
function to cosmic MC and Data samples, and the fitting results are shown in Figures
C.4 and C.5. Then, the factors are applied to the parameters as follows:

1In this procedure, we did not correct parameters for ω because there is a negligible difference in the
shape between residual and cosmic type pull distribution and no correlation with other track parameters.
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Figure C.8: Cosmic type pull distribution for transformed track parameters from Back-
to-Back MC samples. Plotting and fitting range are the same as (−5, 5).
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Figure C.9: Signal type pull distribution for transformed track parameters from Back-
to-Back MC samples. The range for fitting narrow-side variables is (−1, 1), and that for
others is (−5, 5). The plotting and fitting range are the same.
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fWide,x
major = dWide,x · (1− (fWide,x

major )′) (C.6)
σWide,x
major = sWide,x

major · (σWide,x
major )

′ (C.7)
σWide,x
minor = sWide,x

minor · (σWide,x
minor )′ (C.8)

where x is a pair of correlated pull variables and f ′, σ′ are parameters of the Gaussian
function for the cosmic type pull distribution from the cosmic samples.

After calculating the parameters of Gaussian functions for wide-side pulls, we deter-
mined that for narrow-side pull values as following equations.

fNarrow,x
major = f

pNarrow,x

major (C.9)
σNarrow
major,x = sWide→Narrow

major,x · σWide
major,x (C.10)

σNarrow
minor,x = sNarrow,x

major→minor · σNarrow
major,x (C.11)

Using this procedure, we got full parameters to reproduce the correlation of signal
type pull distributions with parameter inputs from the pull distributions of the cosmic
MC sample. We generated the wide and narrow-side pull variables independently and
rotated back the generated (Nd0−ϕd

,Wd0−ϕd
) and (Nz0−tan(λ),Wz0−tan(λ)) variables using

the inverse transformation of Equations C.2 and C.3, respectively. Figure C.10 shows the
generated and rotated back pull distribution from the procedure stated above, and we
can see the correlation.

C.3 Fast Simulation using Signal MC
We performed “Fast Simulation” using distributions from cosmic MC or Data samples, to
generate track parameters. Fast Simulation is a procedure to get resolution parameters
that reflect the tracking resolution of the detector from MC or Data, which consists of
two parts: a special reconstruction of signal events in the signal MC samples and fitting
distribution of the residual variable δt to get the resolution parameters. In the first part,
we replaced five track parameters of all charged tracks in an event with the randomly
generated values from pull distributions from cosmic MC or Data samples that the scale
factors applied to reproduce the correlation between some pull values of track parameters,
as discussed in the previous subsection. For example, we generated the track parameters
from distributions shown in Figure C.10 to reflect the tracking resolution of the cosmic MC
sample in the signal reconstruction procedure. With the randomized track parameters,
we continued the nominal processes for reconstruction described in Section 4, such as the
build and selection of B0 candidates, the vertex fitting, and the best candidate selection.

In the next part after the special reconstruction, we fitted distributions of the residual
δt variable to get parameters of the resolution functions as discussed in Section 5. Those
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parameters from reconstruction results of which the track parameters are randomized
using cosmic MC or Data samples reflect the detector resolution in MC or Data. Table
C.2 shows the resolution parameters from cosmic MC and Data. 2

2Parameters for a fraction of δ and left-right exponential functions in the tag side were omitted
because we will not correct those parameters
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Figure C.10: 2D scatter plots between cosmic type pull values of each track parameter
from cosmic MC.
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Parameters
Resolution parameters from

Fast Simulation using Correction factors

Cosmic MC Cosmic Data Method Value
fCP
core 0.88667 0.70388 Scale factor 0.793845
cCP
core 0.98315 0.87500 Bias factor -0.108157
sCP
core 0.05975 0.11199 Scale factor 1.87433
cCP
tail 1.12654 1.06470 Bias factor -0.0618429
sCP
tail 0.28572 0.36984 Scale factor 1.29441

τ tagexp,const 1.48926 1.59702 Bias factor 0.107755
τ tagexp,slope 0.23156 0.20564 Scale factor 0.888067
τ tagexp,ceil 5.40368 9.53307 Bias factor 4.1294
ctagδ 1.02380 0.98907 Bias factor -0.0347335
stagδ 0.12860 0.17796 Scale factor 1.38386
ctagnp 0.42113 0.41865 Bias factor -0.00248241
stagnp 0.18590 0.16968 Scale factor 0.912705

Table C.2: Resolution parameters from Fast Simulation using both cosmic samples as
inputs for the track parameters and correction factors for resolution parameters.

C.4 Limitation of Fast Simulation
In this section, we explain the limitation of Fast Simulation and discuss room for im-
provement of the calibration.

C.4.1 Resolution parameter after Fast Simulation

The current Fast Simulation with inputs from cosmic MC cannot reproduce the resolution
parameters from the signal MC samples. Currently, the resolution parameters from Fast
Simulation with inputs of cosmic MC samples are inconsistent with the resolution param-
eters directly determined from the signal MC samples. We consider one of the reasons
is inaccurate modeling of pull distributions of tracking parameters. Especially, modeling
the pull distribution of narrow side parameters requires more sophisticated functions. We
use the double Gaussian to model distribution for simplicity, and it may occur the loss of
tail information for the pull distribution of track parameters, which leads to inaccurate
reproducing of resolution parameters. Thus, improving the modeling can be helpful in
implementing accurate Fast Simulation. Ultimately, perfect Fast Simulation with input
from cosmic MC samples can reproduce the resolution parameters that are consistent with
those from the signal MC samples, and it will simplify the entire calibration procedure
by removing the use of signal MC samples in the calibration.
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C.4.2 Bias of track parameter ω

In Fast Simulation using the track parameters from cosmic samples, we assume no bias in
determined track parameters and set µ = 0 of the Gaussian functions for Fast Simulation
for the calibration since the main purpose of the calibration is to examine the difference
in resolution parameters using the resolution of track parameters from cosmic MC/Data
sample. However, we confirmed a significant bias in the pull value of ω for track param-
eters from signal MC samples, as shown in Figure C.11. We suspect the reason for this
problem is an inexact B-field mapping, but we did not fully understand. Solving this
problem requires a sophisticated understanding of the reconstruction process of tracks,
but at the current statistics, we consider the effect of this factor negligible. Thus, the
effect of this factor on the CP fitting is currently dealt with a systematic uncertainty.
However, this limitation can be improved with a deeper understanding of the track re-
construction system of Belle II, and we expect this will reduce the systematic uncertainty
regarding the resolution calibration.
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Figure C.11: Fitted track parameters for charged tracks from signal MC samples our
sub-channel of B0 → η′K0

S decay. ω shows large µ values.
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Appendix D

Efficiency Study for the
Experimental Data

We computed Data/MC ratio for K0
S , neutral pions, charged pions, and charged kaons

to calculate proper signal yield in the experimental data. We considered the dependence
of the ratio to the momentum, angle, and flight distance (only for K0

S) in the calculation
for the total Data/MC efficiency ratio. The Data/MC efficiency ratio for B0 and B± is
calculated with the following equations:

ϵB
0

Data/MC = ϵπ
±

Data/MC · ϵπ0

Data/MC · ϵK
0
S

Data/MC (D.1)

ϵB
±

Data/MC = ϵπ
±

Data/MC · ϵπ0

Data/MC · ϵK±

Data/MC (D.2)

where ϵXData/MC is the Data/MC ratio of efficiency for the particle X and the value of
ϵB

0

Data/MC = 0.8436± 0.0488 and ϵB
±

Data/MC = 0.8570± 0.0691. We will discuss the details
of how to calculate each component of the equation above in the following sections.

D.1 Charged pions and kaons
We examined the Data/MC efficiency ratio for charged pions and kaons with a selection
of pionID > 0.1 for π± and kaonID > 0.1 for K±. The ratio was calculated using
Systematic Framework provided by the Belle II PID group with binning of the following
boundary for the momentum and its polar angle:

pπ : (0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.8, 1.0, 1.2, 1.8) (D.3)
pK : (1.8, 2.0, 2.1, 2.2, 2.3, 2.4, 2.5, 2.6, 2.7, 2.8, 2.9, 3.0, 3.1, 3.4, 3.8) (D.4)
θπ,K : (0, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.1, 1.2, 1.3, 1.4, 1.5, 1.7, 1.9, 2.1, 2.6) (D.5)

where pπ,K is the momentum in the lab frame of particles and θπ,K is the polar angle of
the momentum.
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Figures D.2 and D.3 show the Data/MC ratio for charged pions and kaons, respec-
tively, with the binning above. We calculated the total averaged ratio for charged pions
originating from η′ and η, and kaons from B± by averaging the ratios of all individual
particles calculated with the momentum and the polar angle. The 2D distribution of
(pπ,K vs. θπ,K) of the particles from the signal MC samples is shown in Figure D.4.
Then, the total averaged Data/MC ratio is calculated by multiplying all the ratios of
particles for the reconstruction of B0 or B±. The result is shown in Table D.2.

π0 momentum 0.2-0.4 0.4-0.6 0.6-0.8 0.8-1.0
Efficiency 0.903± 0.039 0.963± 0.036 0.987± 0.082 1.013± 0.058

π0 momentum 1.0-1.5 1.5-2.0 2.0-3.0
Efficiency 1.042± 0.060 1.045± 0.065 1.011± 0.050

Table D.1: Data/MC ratio for π0 per bins of the momentum with 40% π0 efficiency
list[60].

Main channel Control channel
Particle and its parents Data/MC ratio Particle and its parents Data/MC ratio

η′ → π+ 0.9816± 0.0095 η′ → π+ 0.9816± 0.0095

η′ → π− 0.9819± 0.0096 η′ → π− 0.9819± 0.0096

η′ → η → π+ 0.9817± 0.0096 η′ → η → π+ 0.9822± 0.0097

η′ → η → π− 0.9819± 0.0097 η′ → η → π− 0.9823± 0.0097

Total Data/MC ratio for π± 0.9292± 0.0182 Total Data/MC ratio for π± 0.9300± 0.0182

B± → K± 0.9676± 0.0547

Table D.2: Data/MC ratio for each charged particle and total averaged Data/MC ratio
for the main and control channel.

D.2 Neutral pions
Using the momentum of π0, we checked the Data/MC ratio for the particle. The binning
and ratio for π0 with 40% efficiency list are shown in Table D.1. We calculated the ratio
with π0 momentum using a method similar to that in charged particles. The distribution
of π0 momentum is given in the left plot of Figure D.1, and the total averaged Data/MC
efficiency is 0.9533 ± 0.0519 for the main channel and 0.9523 ± 0.0516 for the control
channel.

D.3 K0
S (only for the main channel)

The Data/MC ratio for K0
S is evaluated with the flight length of the particle. A depen-

dency of the ratio on the flight length is given as a formula of ϵData/MC = c0+s0 ·ℓK0
S

where

144



ℓK0
S

is the flight length of K0
S and c0 = 1.008, s0 = −0.00546/cm which are determined in

K0
S efficiency study in the channel of D∗+ → [D0 → K0

Sπ
+π−]π+. We calculated the ratio

with the distribution of the flight distance of K0
S from the signal MC sample shown in the

right plot of Figure D.1, and the result is 0.9523. The value is also consistent with the
equivalent result estimated in the K0

S reconstruction study in the channel of B0 → K0
Sπ

0,
0.9524± 0.0034(stat.)± 0.0118(norm.)± 0.0151(fit model).
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Figure D.2: The Data/MC ratio for charged pions with bin boundaries given in D.5 for
the polar angle (X-axis) and D.3 for the momentum (Y-axis).
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Figure D.3: The Data/MC ratio for charged kaons with bin boundaries given in D.5 for
the polar angle (X-axis) and D.4 for the momentum (Y-axis).
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Figure D.4: 2D distribution of pπ,K vs. θπ,K for each charged particle. The decay chain
in the plot’s title indicates which particle the plot is for and the parents of the particle.
Note that the direction of the Y-axis of this plot is inverse of that in Figures D.2 and
D.3.
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Appendix E

Optimization for Selection Criteria
of π0 and K0

S

The momentum distribution of π0 and invariant mass distribution of K0
S differs from

signal and background π0 candidates. (Figures E.1 and E.2). KsSelector[47], [45] is a
FastBDT discriminator to select true K0

S and to reject neutral particles such as Λ from IP
or around IP. We devised a method to get optimized selection criteria for these physical
quantities and will elaborate on it in this subsection.
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Figure E.1: Distribution of momentum from true and fake π0

We calculated the Figure of Merit (FoM; S/
√

(S +B)) in the signal region given in
Eq. 4.12. A special treatment was used for the optimization to deal with limited statistics
of the number of events in the area. We assumed that the ratio αSig = NSig

FR/N
Sig
SR is

consistent over signal and generic MC samples. NSig
FR is the number of signal B0 events

that can pass the additional selection for π0 and K0
S in the entire fitting region for signal

extraction and NSig
SR is that in the signal region. We also assumed that the efficiency
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Figure E.2: Distribution of invariant mass and output of KsSelector from true and fake
K0

S candidates.

ϵBckg = NPassedBckg/NAllBckg in the fitting region and the signal region is consistent,
where NPassedBckg is the number of background B0 events that can pass the additional
criteria and NAllBckg is all reconstructed background events. With these treatments, we
can calculate the expected number of signal events (NSig) and background events (NBckg)
in the signal regions with the selections by Eqs. E.1 and E.2 and minimize the statistical
fluctuation so that we can get a reliable FoM curve from the discrete variable with limited
statistics.

NSig = αSig ·N ′Sig
FR, (E.1)

NBckg = ϵBckg ·N ′Bckg
SR , (E.2)

FoM maximizes by minimizing reciprocal FoM (1/FoM) with the additional criteria
by the Genetic minimizer from TMVA[61]. The additional selection criteria consist of
the lower limit of π0 momentum (pπ0) and KsSelector, and invariant mass window
for K0

S (lower limit and the width of the window for MK0
S
) Floating parameters of the

minimization are these four parameters, and optimization results are shown in Tab. E.1
and scan result is shown in Fig. E.3. We adjusted the lower limit of KsSelector from the
optimized value to harmonize the selection criteria with analysis on the other subchannels
for B0 → η′K0

S . Also, we confirmed that the optimized thresholds for the selection
with the initial version of our analysis differ from the optimization result with the latest
dataset. However, it is okay to use selection criteria from the initial version because the
difference in FoM is negligible. The value with old thresholds is 11.09, and that with
optimized ones is 11.13.
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Parameters for the selection Optimized value Used value Note
Lower limit of pπ0 0.144 GeV 0.204 GeV pπ0 > 0.204GeV

Lower limit of KsSelector 0.712 0.8 Adjusted to KsSelector > 0.8
Lower limit of MK0

S
window 0.482 GeV/c2 0.482 GeV/c2

Width of MK0
S

window 0.028 GeV/c2 0.029 GeV/c2 0.482 < MK0
S
< 0.511GeV/c2

Table E.1: List of optimized selection criteria.
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Figure E.3: Scan result for optimization of π0 and K0
S criteria. Blue dashed lines indicate

optimized values, and black arrows show the current threshold of selection criteria.

After this optimization, we improved FoM from 6.63 to 11.09, and signal efficiency is
7.66% within the signal region. Only signal events were used for this calculation.
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Appendix F

Comparison for Variables of the
Vertex Quality

We compared vertex quality variables by two aspects: generic MC vs. experimental data
and (Signal + SxF) vs. Background category. Detailed descriptions with plots will be
provided in the following subsections.

F.1 Comparison between generic MC and experimen-
tal data using sPlot

We compared the distribution of variables between MC and Data that indicates the
quality of the vertex fitting on that CP and tag side. Each component of (Signal +
SxF) and Background category are separated using sPlot technique from results from
the signal extraction for MC and Data.

Comparison of a component of the Background category shows differences, and we
consider it is due to the imperfect simulation. Since we use parameters for background
∆t PDF using sideband events from the experimental data, such differences are properly
considered in the CP fitting procedure.
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Figure F.1: Comparison of σCP
ℓ between MC and Data. (Signal + SxF) components are

drawn.
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Figure F.2: Comparison of (χ2/ndf)CP between MC and Data. (Signal + SxF) compo-
nents are drawn.
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ℓ between MC and Data. (Signal + SxF) components are
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Figure F.5: Comparison of (χ2)tag between MC and Data. (Signal + SxF) components
are drawn.
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are drawn.
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Figure F.7: Comparison of σCP
ℓ between MC and Data. Background components are

drawn.
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Figure F.8: Comparison of (χ2/ndf)CP between MC and Data. Background components
are drawn.

0 10 20 30 40 50 60 70 80 90 100
m)µ (tag

lσ

0

0.01

0.02

0.03

0.04

0.05

0.06m
 )

µ
E

ve
nt

s 
/ (

 4
 

)0

S
' Kη → 0Main channel (B )0

S
' Kη → 0Main channel (B

0 10 20 30 40 50 60 70 80 90 100
m)µ (tag

lσ

0

0.01

0.02

0.03

0.04

0.05

0.06m
 )

µ
E

ve
nt

s 
/ (

 4
 

)±' Kη → ±Control channel (B

MC

Data

)±' Kη → ±Control channel (B
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ℓ between MC and Data. Background components are

drawn.
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Figure F.10: Comparison of (χ2/ndf)tag between MC and Data. Background components
are drawn.
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Figure F.11: Comparison of (χ2)tag between MC and Data. Background components are
drawn.
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Figure F.12: Comparison of (ndf)tag between MC and Data. Background components
are drawn.
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F.2 Comparison between two categories in the MC
samples

The conditional variables need to be examined to determine whether their shapes are
similar between all categories for fsig calculation and ∆t PDF. We compared distributions
of the variables between (Signal + SxF) and Background categories using MC-truth
information. There are minor discrepancies in σCP,tag

ℓ between the two categories, but
the reduced χ2 both for CP and tag side shows significant differences. In our CP fitting
procedure, we neglected such differences and did not include the Punzi term in the fsig
calculation, but we will consider the effect of the ignorance in the Fit Bias systematic
study.
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Figure F.13: Comparison of σCP
ℓ between (Signal + SxF) and Background events.
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Appendix G

The Confidence Region using
Feldman-Cousins Approach

We estimate the confidence region of the CP fitting using the Feldman-Cousins ap-
proach[58] since we confirmed a bias and underestimation of uncertainty on Afit

CP and
Sfit
CP from the ensemble test for the CP fitting, which is described in Sec. 6.2.4. Determi-

nation of the confidence region using the Feldman-Cousins method requires the precise
modeling of response from our CP fitter by the various input for CP asymmetries of Ainput

CP

and Sinput
CP . In this appendix, we discuss the details of the modeling, and evaluation of

the Feldman-Cousins confidence level.
We perform ensemble tests at 317 points of (Ainput

CP , Sinput
CP ) generated in a mesh shape

with a spacing of 0.1 within the physical region (
√

(Ainput
CP )2 + (Sinput

CP )2 ≤ 1), which is
given in Fig. G.1. We generate 10000 Toy MC datasets for each input point with Nsig

and Nbckg calculate using Fsig and Ntotal given in Tab. 4.7.
We fitted the distribution of (Afit

CP , S
fit
CP ) with conditional variables of Ainput

CP and Sinput
CP

to a response function of our CP fitter that consists of a summation of three 2D-Gaussian
functions, which is given by the following equation:

PFC(A
fit
CP , S

fit
CP |A

input
CP , Sinput

CP )

=fmajorGaus(Afit
CP |µA,major, σA,major)Gaus(Sfit

CP |µS,major, σS,major)

+ fminor(1− fmajor)Gaus(Afit
CP |µA,minor, σA,minor)Gaus(Sfit

CP |µS,minor, σS,minor)

+ (1− fminor)(1− fmajor)Gaus(Afit
CP |µA, tail, σA, tail)Gaus(Sfit

CP |µS, tail, σS, tail)

(G.1)

where Gaus() is a Gaussian function given in Eq. 4.16, and µ of σ are defined as
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Figure G.1: Input points of (Ainput
CP , Sinput

CP ) for the ensemble tests and a boundary (A
black solid line) for the physical region.

fmajor = max(0,min(1, fmajor
0 + fA,major

2 (Ainput
CP )2 + fS,major

2 (Sinput
CP )2)), (G.2)

fminor = max(0,min(1, fminor
0 + fA,minor

2 (Ainput
CP )2 + fS,minor

2 (Sinput
CP )2)), (G.3)

σA,major = σA,major
0 + σA,major

2 (Ainput
CP )2 + σA,major

4 (Ainput
CP )4, (G.4)

σA,minor = σA,minor, (G.5)
σA, tail = σA, tail, (G.6)

σS,major = σS,major
0 + σS,major

2 (Sinput
CP )2 + σcorrA,major

2 (Ainput
CP )2, (G.7)

σS,minor = σS,minor, (G.8)
σS, tail = σS, tail, (G.9)

µA,major = µA,major
1 Ainput

CP + µA,major
3 (Ainput

CP )3 + µA,major
5 (Ainput

CP )5, (G.10)
µA,minor = µA,minor

1 Ainput
CP + µA,minor

3 (Ainput
CP )3, (G.11)

µA, tail = µA, tail
1 Ainput

CP , (G.12)
µS,major = µS,major

1 Sinput
CP + µS,major

3 (Sinput
CP )3, (G.13)

µS,minor = µS,minor
1 Sinput

CP , and (G.14)
µS, tail = µS, tail

1 Sinput
CP . (G.15)

Thus, we have 26 parameters of the PDF in total, and they are determined in the
fitting using results from the ensemble tests, and the resultant parameters are given in
Tab. G.1. Figures G.2, G.3, G.4, G.5, G.6, G.7, G.8, and G.9 show a projection on Afit

CP
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or Sfit
CP of fitting results for PFC and the distribution of (Afit

CP , S
fit
CP ) from the ensemble

tests.

Parameter Determined value
fmajor
0 0.84840± 0.00184

fminor
0 0.96396± 0.00130

fA,major
2 −0.22332± 0.00309

µA,major
1 0.98911± 0.00176

µA,major
3 −0.04509± 0.00757

µA,major
5 0.04463± 0.00746

σA,major
0 0.31248± 0.00034

σA,major
2 −0.08325± 0.00210

σA,major
4 0.03117± 0.00273

fA,minor
2 −0.04447± 0.00228

µA,minor
1 1.20112± 0.00418

µA,minor
3 0.13358± 0.00640

σA,minor 0.45638± 0.00100

µA, tail
1 2.33638± 0.01313

σA, tail 0.85259± 0.00439

σcorrA,major
2 −0.04965± 0.00148

σS,major
0 0.45750± 0.00069

σS,major
2 −0.03056± 0.00141

fS,major
2 −0.13520± 0.00274

µS,major
1 0.94874± 0.00168

µS,major
3 0.03503± 0.00294

fS,minor
2 −0.02881± 0.00231

µS,minor
1 1.61890± 0.00500

σS,minor 0.80803± 0.00205

µS, tail
1 3.30646± 0.02531

σS, tail 1.65648± 0.00865

Table G.1: List of parameters of the response function for the calculation of the Feldman-
Cousins confidence level.
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Figure G.2: Projection on Afit
CP of the fitted PFC and distribution of (Afit

CP , S
fit
CP ) from the

various (Ainput
CP , Sinput

CP ). Cases of Ainput
CP ≥ 0 and Sinput

CP ≥ 0 are drawn.
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Figure G.3: Projection on Afit
CP of the fitted PFC and distribution of (Afit

CP , S
fit
CP ) from the

various (Ainput
CP , Sinput

CP ). Cases of Ainput
CP ≤ 0 and Sinput

CP ≥ 0 are drawn.
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Figure G.4: Projection on Afit
CP of the fitted PFC and distribution of (Afit

CP , S
fit
CP ) from the

various (Ainput
CP , Sinput

CP ). Cases of Ainput
CP ≤ 0 and Sinput

CP ≤ 0 are drawn.
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Figure G.5: Projection on Afit
CP of the fitted PFC and distribution of (Afit

CP , S
fit
CP ) from the

various (Ainput
CP , Sinput

CP ). Cases of Ainput
CP ≥ 0 and Sinput

CP ≤ 0 are drawn.
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Figure G.6: Projection on Sfit
CP of the fitted PFC and distribution of (Afit

CP , S
fit
CP ) from the

various (Ainput
CP , Sinput

CP ). Cases of Ainput
CP ≥ 0 and Sinput

CP ≥ 0 are drawn.
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Figure G.7: Projection on Sfit
CP of the fitted PFC and distribution of (Afit

CP , S
fit
CP ) from the

various (Ainput
CP , Sinput

CP ). Cases of Ainput
CP ≤ 0 and Sinput

CP ≥ 0 are drawn.
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Figure G.8: Projection on Sfit
CP of the fitted PFC and distribution of (Afit

CP , S
fit
CP ) from the

various (Ainput
CP , Sinput

CP ). Cases of Ainput
CP ≤ 0 and Sinput

CP ≤ 0 are drawn.
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Figure G.9: Projection on Sfit
CP of the fitted PFC and distribution of (Afit

CP , S
fit
CP ) from the

various (Ainput
CP , Sinput

CP ). Cases of Ainput
CP ≥ 0 and Sinput

CP ≤ 0 are drawn.



As the Feldman-Cousins method is a frequentist approach for the calculation of the
confidence level, we should integrate the response function PFC to calculate the confidence
level to reject a specific set of true CP asymmetries of (Atrue

CP , S
true
CP ) when we measured

the CP asymmetries by (Ameas
CP , Smeas

CP ). The Feldman-Cousins method defines an integral
region using the likelihood ratio. The likelihood ratio is defined as follows:

LR(Afit
CP , S

fit
CP |A

true
CP , S

true
CP ) =

PFC(A
fit
CP , S

fit
CP |Atrue

CP , S
true
CP )

PFC(A
fit
CP , S

fit
CP |Abest

CP , S
best
CP )

(G.16)

where (Abest
CP , S

best
CP ) is a value of (Atrue

CP , S
true
CP ) which maximizes the PFC(A

fit
CP , S

fit
CP |Atrue

CP , S
true
CP )

with a given (Afit
CP , S

fit
CP ) value.

We calculate a confidence level CL(Atrue
CP , S

true
CP ) to reject a set of (Atrue

CP , S
true
CP ) by in-

tegrating PFC in a region R of (Afit
CP , S

fit
CP ) that satisfies LR(Ameas

CP , Smeas
CP |Atrue

CP , S
true
CP ) ≥

LR(Afit
CP , S

fit
CP |Atrue

CP , S
true
CP ) with a given result of the measurement (Ameas

CP , Smeas
CP ) as fol-

lows:

CL(Atrue
CP , S

true
CP ) =

∫∫
R

P (Afit
CP , S

fit
CP |A

true
CP , S

true
CP ) dAfit

CP dSfit
CP . (G.17)

We determined (Abest
CP , S

best
CP ) using MIGRAD to maximize ln(PFC(A

fit
CP , S

fit
CP |Abest

CP , S
best
CP )).

The distribution of Abest
CP , Sbest

CP , and value of PFC by each point of (Afit
CP , S

fit
CP ) is shown

in Figs. G.10 and G.11. The integration of CL(Atrue
CP , S

true
CP ) is performed numerically.

Figure G.12 shows an example confidence region calculated using the method and the
response function described in this appendix chapter when the measured result of CP
asymmetries is Ameas

CP = 0.05 and Smeas
CP = 0.63.

Figure G.10: Distribution of Abest
CP and Sbest

CP . The black circle shows the physical boundary
for ACP and SCP .

169



Figure G.11: Distribution of PFC(A
fit
CP , S

fit
CP |Abest

CP , S
best
CP ).

Figure G.12: An example confidence region calculated the Feldman-Cousins approach
with response function described above. We assume the measured CP asymmetries are
Ameas

CP = 0.05 and Smeas
CP = 0.63, of which a white marker indicates the point of the

measurement. Legend for the color of each region is the same as Fig. 7.1.
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Appendix H

Input Variables to FastBDT for
Continuum Suppression and
Correlation

We calculated Pearson coefficients between Mbc, ∆E, and input variables to FastBDT for
the continuum suppression. The coefficients for the main channel are shown in Figures
H.1(Signal + SxF) and H.2 (Background), and those for the control channel are shown
in Figures H.3 (Signal + SxF) and H.4 (Background). The Figures do not suggest a
significant correlation between variables for the signal extraction (Mbc and ∆E) and the
input variables. In addition, we compared the input variables between (Signal + SxF)
and Background categories. The results are shown in Figures H.5 and H.6.
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Figure H.1: Pearson correlation coefficients for (Signal + SxF) events in the main channel,
between Mbc, ∆E, and all input variables for continuum suppression.

Figure H.2: Pearson correlation coefficients for Background events in the main channel,
between Mbc, ∆E, and all input variables for continuum suppression.



Figure H.3: Pearson correlation coefficients for (Signal + SxF) events in the control
channel, between Mbc, ∆E, and all input variables for continuum suppression.

Figure H.4: Pearson correlation coefficients for Background events in the control channel,
between Mbc, ∆E, and all input variables for continuum suppression.



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
R2

0

5

10

15

20

25

30

35

40

3−
10×

A
.U

.

R2

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
thrustOm

0

10

20

30

40

50

3−
10×

A
.U

.

thrustOm

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
cosTBTO

0

0.02

0.04

0.06

0.08

0.1

0.12A
.U

.

cosTBTO

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
cosTBz

0

2

4

6

8

10

12

14

16
3−

10×

A
.U

.

cosTBz

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
KSFW_hso00

0

2

4

6

8

10

12

14

16

18

20

22

3−
10×

A
.U

.

KSFW_hso00

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
KSFW_hso04

0

10

20

30

40

50

60

70

80

90

3−
10×

A
.U

.

KSFW_hso04

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
KSFW_hso10

0

5

10

15

20

25
3−

10×

A
.U

.

KSFW_hso10

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
KSFW_hso12

0

10

20

30

40

50

60

70

80

3−
10×

A
.U

.

KSFW_hso12

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
KSFW_hso14

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14A
.U

.

KSFW_hso14

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
KSFW_hso20

0

10

20

30

40

50

60

3−
10×

A
.U

.

KSFW_hso20

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
KSFW_hso22

0

0.02

0.04

0.06

0.08

0.1

A
.U

.

KSFW_hso22

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
KSFW_hso24

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16A
.U

.

KSFW_hso24

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
KSFW_hoo0

0

0.02

0.04

0.06

0.08

0.1A
.U

.

KSFW_hoo0

0 0.010.020.030.04 0.050.060.070.080.09 0.1
KSFW_hoo1

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18A
.U

.

KSFW_hoo1

0 0.010.020.030.040.050.060.070.080.09 0.1
KSFW_hoo2

0

10

20

30

40

50

3−
10×

A
.U

.

KSFW_hoo2

Figure H.5: Comparison of the shape for input variables between (Signal + SxF) and
Background categories in the main channel. The blue line is for the (Signal + SxF)
category, and the red line is for the Background category where qq̄ events dominate.
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Figure H.6: Comparison of the shape for input variables between (Signal + SxF) and
Background categories in the main channel. The blue line is for the (Signal + SxF)
category, and the red line is for the Background category where qq̄ events dominate.



Appendix I

Ensemble and Linearity Tests with
Various Scenarios

We performed various tests using the Toy MC dataset. The following sections will describe
the details of each ensemble or linearity test.

I.1 Ensemble tests
We performed ensemble tests with the following configurations:

• Ensemble test with fsig calculated using 1D (Mbc, ∆E, and OCS) signal extraction.
• Ensemble test with fsig calculated using 2D (Mbc ·∆E) signal extraction.
• Ensemble test with an equivalent statistic to Belle without the number of CDC hits

selection to charged tracks.

The following subsections describe the details of each test.

I.1.1 fsig with 1D signal extraction of Mbc, ∆E, or OCS

In this scenario, we calculate fsig with x⃗ = (Mbc, E
∗
beam, cos(θBoost

B ), |qtag · r|) using Eq. 4.9
for the CP fitting. Also, P∆E

x (∆E) and POCS
x (OCS) in Eqs. 4.7 and 4.8 are replaced to 1.

An example distribution for fsig only with Mbc is shown in Sub-figure I.1. We repeated
an ensemble test by changing the number of events in the Background category by 0%,
25%, 50%, 75%, and 100% of the Background yield from the experimental data. We did
not change the number of events in the (Signal + SxF) category over all the tests. A
MINOS error distribution from ensemble tests the fsig is shown in Fig. I.2. In this case,
we can see a significant shift in the distribution by the number of Background events.

Also, we performed similar studies with different fsig configurations with PDFs for the
1D signal extraction of x⃗ = (∆E, cos(θBoost

B ), |qtag · r|) for ∆E and x⃗ = (OCS, cos(θBoost
B ), |qtag · r|)
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Figure I.1: Example distributions for fsig with various configurations (1D of Mbc, ∆E,
and OCS and 2D of Mbc · ∆E) for the signal extraction. Events in the signal region
are used for the plotting, and the multi-modal shapes are due to the Punzi terms for
cos(θBoost

B ) and |qtag · r|. Those plots are drawn with Ntotal = 81600 and Fsig = 0.075.

for OCS. Example distributions of fsig for each case of ∆E and OCS are shown in Sub-
figs. I.1. MINOS error distributions from the ensemble tests with those fsigs are shown
in Figs. I.3 and I.4. In those cases, the distributions for the uncertainty show significant
shifts by the number of events in the Background category.

I.1.2 fsig with 2D signal extraction of Mbc ·∆E

We constructed a 2D PDF of PMbc(Mbc) · P∆E(∆E) to calculate fsig and performed
ensemble tests with the fsig and an example distribution for fsig from the generator for
the Toy MC dataset is shown in Sub-figure I.1. The methodology is the same as the
one stated in the subsection for Toy MC tests, and the result is shown in Fig. I.5. The
uncertainty does not shift much even if we adopt fsig with the 2D PDF for the signal
extraction, of which separation power is weaker than fsig calculated with a full 3D PDF.
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Figure I.2: MINOS error distributions for Afit
CP and Sfit

CP from the ensemble tests with
fsig calculated with PMbc(Mbc). The number of events in the Background category varies
from 0% to 100% with 25% spacing.
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Figure I.3: MINOS error distributions for Afit
CP and Sfit

CP from the ensemble tests with fsig
calculated with P∆E(∆E). The number of events in the Background category is given in
the plot.
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Figure I.4: MINOS error distributions for Afit
CP and Sfit

CP from the ensemble tests with fsig
calculated with POCS(OCS). The number of events in the Background category is given
in the plot.
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Figure I.5: MINOS error distributions for Afit
CP and Sfit

CP from the ensemble tests with
fsig calculated with PMbc(Mbc) · P∆E(∆E).

I.1.3 An equivalent statistic to Belle without the CDC criterion

We compared the sensitivity of this analysis with the result from Belle by performing
an ensemble test. The size of a dataset used for the latest analysis of CP asymmetry
measurement in the B0 → η′K0

S channel from Belle is 710 fb. Therefore, the number of
events in the (Signal + SxF) category is calculated by multiplying the expected value
given in Tab. 4.8 by a factor of 710/362. Also, since the signal efficiency is improved to
1.3 times if we remove the selection criterion, we multiply the number of (Signal + SxF)
events by 1.3. The number of Background events is determined using the result of the
signal extraction fit, and we also multiply this number by 1.3 to simulate the increasing
background events due to removing the selection.

We perform the ensemble test by generating 10000 samples with events of the (Signal
+ SxF) and Background categories as many as the calculated numbers for each category
and check the distribution of MINOS error for Afit

CP and Sfit
CP . The mean values of MINOS

errors for Afit
CP and Sfit

CP are 0.1766 and 0.2448, respectively, and these values are 97.57%
and 94.52% of Belle result, which indicate the better sensitivity of this analysis than
Belle.

I.2 Linearity tests
We performed linearity tests with the following configurations:

• Linearity test with non-zero µ.
• Linearity test with a large dataset of 20 ab−1.

The following subsections describe the details of each test.
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Figure I.6: MINOS error distributions for Afit
CP and Sfit

CP from the ensemble tests with the
equivalent statistics to the Belle analysis.

I.2.1 Linearity tests with non-zero µ

We performed a linearity test with a non-zero µ value. We referenced the value from
the “Data” column of Table 4.1. In the test, we used configurations for the CP fitting
from the experimental data and with 10 ·Ntotal where Ntotal is the total number from the
signal extraction fit for the experimental data. The number of samples from the Toy MC
generator is 10000 for each (Ainput

CP , Sinput
CP ) and Fig. I.7. From the linearity test, we can

confirm the constant bias in Afit
CP over all inputs.

I.2.2 Linearity tests with a large dataset of 20 ab−1

We performed a linearity test with a large dataset of 20 ab−1. The number of samples
from the Toy MC generator is 10000 for each (Ainput

CP , Sinput
CP ) and Fig. I.8. From the

linearity test, we can confirm the bias and the bias and underestimated uncertainties
that emerge in tests with the small statistics, such as shown in Fig. 6.12 are largely
improved.
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Figure I.7: Result of the linearity test with non-zero µ value. Blue bars indicate fitted µ
and σ for the pull distributions for (Afit

CP , S
fit
CP ) and their error.
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Figure I.8: Result of the linearity test with a large dataset of 20 ab−1. Blue bars indicate
fitted µ and σ for the pull distributions for (Afit

CP , S
fit
CP ) and their error.
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Appendix J

Resolution Function and
Background ∆t for Control Channel

We analyzed the control channel to validate our analysis procedure in the main channel.
To achieve that purpose, we should unify analysis configurations for the control channel
with that for the main channel as much as possible.

In the control channel, five charged tracks directly come from the vertex of B±
CP , so

the resolution for CP-side vertex fitting will be enhanced than that in the main channel.
To mimic configurations for the CP-side vertex fitting in the main channel, we multiplied
1000 times the uncertainty of track parameters of d0 and z0 of K± so the particle does not
anticipate the vertex fitting. Also, to emulate the reduced χ2 value in the main channel,
the reduced χ2 value for the vertex fitting on the CP side in the control channel was
transformed as (χ2/ndf)CP → (χ2/(ndf − 2))CP , where the ndf − 2 is an effective ndf
value due to removing track parameters of d0 and z0 of K±.

We compared variables that indicate the quality of the vertex fitting for the CP and
tag side in Figure J.1 and J.2, respectively. Reduced χ2 distribution with the modified
formula for the control channel is similar to that without modification in the main channel,
but there is a bump in the distribution of ℓ uncertainty from the CP-side vertex fitting
(σCP

ℓ ) around 10− 13µm in the main channel which does not exist in that in the control
channel. The reason for the bump is events of which K0

S has PXD hits. This conclusion
can be justified with facts of input particles having PXD hits improve the uncertainty
from the vertex fitting, and if we apply a cut of the flight length of K0

S is longer than
4cm so that K0

S cannot have the PXD hits, then the bump disappears and distributions
for σCP

ℓ for main and control channels become similar. Since the conditional variables for
the CP-side resolution function were different, we consider the possible difference of RCP

between the control and main channel in the fCP
core parameter. The other four parameters

for RCP are the same for the main channel. Determined parameters are shown in Table
5.1.

The distributions of variables for the vertex quality of B0
tag show some discrepancy
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between the main and control channels, but it is insignificant, so we did not put any special
treatments for Rtag in the control channel in σ or the fraction parameters. However, for
the B±

tag, the lifetime of the long-lived intermediate state is different from that in the
main channel. Thus, we consider differences by determining τ tagexp,const, τ

tag
exp,slope newly, and

other parameters will be shared with that for the main channel. Table 5.2 shows the
parameters.

For the background ∆t PDF, we estimated it with the same methodology as the main
channel. Fitting parameters for ∆t PDF are given in Table J.1 and curves with data
points are shown in Figures J.3 for MC and J.4 for Data.

0 5 10 15 20 25 30 35 40 45 50
m)µ (CP

lσ
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

m
 )

µ
E

ve
nt

s 
/ (

 0
.5

 

Uncertainty of CP-side vertexing

0
SMain w/ PXD K

Control
0
SMain w/o PXD K

Uncertainty of CP-side vertexing

0 1 2 3 4 5 6 7 8 9 10
CP/ndf)2χ(

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

E
ve

nt
s 

/ (
 0

.1
 )

2χCP-side reduced 

Main
CP/(ndf-2))2χControl w (

CP/ndf)2χControl w/ (

2χCP-side reduced 

Figure J.1: Comparison of variables for the quality of CP-side vertex fitting.
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Figure J.3: ∆t distribution of background events from 400/fb Generic MC and fitted
curve of Background ∆t PDF for the control channel. The upper four plots are sliced by
X, and Σt slices the below four. The unit of Σt is ps, and each slicing contains 25% of
total events.

184



0

20

40

60

80

100

120

140

E
ve

nt
s 

/ (
 0

.2
 p

s 
)

 < 1.13839)2t (0 < X∆Background  < 1.13839)2t (0 < X∆Background 

4− 3− 2− 1− 0 1 2 3 4
t (ps)∆

4−3−2− 1−0
12
34

P
ul

l 0

20

40

60

80

100

120

140

E
ve

nt
s 

/ (
 0

.2
 p

s 
)

 < 2.00904)2t (1.13839 < X∆Background  < 2.00904)2t (1.13839 < X∆Background 

4− 3− 2− 1− 0 1 2 3 4
t (ps)∆

4−3−2− 1−0
12
34

P
ul

l

0

20

40

60

80

100

120

E
ve

nt
s 

/ (
 0

.2
 p

s 
)

 < 3.58019)2t (2.00904 < X∆Background  < 3.58019)2t (2.00904 < X∆Background 

4− 3− 2− 1− 0 1 2 3 4
t (ps)∆

4−3−2− 1−0
12
34

P
ul

l 0

10

20

30

40

50

60

70

80

90

E
ve

nt
s 

/ (
 0

.2
 p

s 
)

 < 13.0887)2t (3.58019 < X∆Background  < 13.0887)2t (3.58019 < X∆Background 

4− 3− 2− 1− 0 1 2 3 4
t (ps)∆

4−3−2− 1−0
12
34

P
ul

l

0

20

40

60

80

100

120

140

160

E
ve

nt
s 

/ (
 0

.2
 p

s 
)

 < 0.331392)
t

Σt (0 < ∆Background  < 0.331392)
t

Σt (0 < ∆Background 

4− 3− 2− 1− 0 1 2 3 4
t (ps)∆

4−3−2− 1−0
12
34

P
ul

l 0

20

40

60

80

100

120

E
ve

nt
s 

/ (
 0

.2
 p

s 
)

 < 0.407324)
t

Σt (0.331392 < ∆Background  < 0.407324)
t

Σt (0.331392 < ∆Background 

4− 3− 2− 1− 0 1 2 3 4
t (ps)∆

4−3−2− 1−0
12
34

P
ul

l

0

20

40

60

80

100

E
ve

nt
s 

/ (
 0

.2
 p

s 
)

 < 0.5144)
t

Σt (0.407324 < ∆Background  < 0.5144)
t

Σt (0.407324 < ∆Background 

4− 3− 2− 1− 0 1 2 3 4
t (ps)∆

4−3−2− 1−0
12
34

P
ul

l 0

10

20

30

40

50

60

70

80

90

E
ve

nt
s 

/ (
 0

.2
 p

s 
)

 < 1.18307)
t

Σt (0.5144 < ∆Background  < 1.18307)
t

Σt (0.5144 < ∆Background 

4− 3− 2− 1− 0 1 2 3 4
t (ps)∆

4−3−2− 1−0
12
34

P
ul

l

Figure J.4: ∆t distribution of sideband events from experimental data and fitted curve
of Background ∆t PDF for the control channel. The upper four plots are sliced by X,
and Σt slices the below four. The unit of Σt is ps, and each slicing contains 25% of total
events.
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Channel Parameters Fitted value using
MC backgrounds Sideband in experimental data

Control

f bckg
core 0.88300+0.01116

−0.01213 0.89595+0.01570
−0.01765

µbckg
core 0.00379+0.00570

−0.00570 −0.00843+0.01031
−0.01032

cbckgcore 0.85498+0.01906
−0.01903 0.78349+0.03464

−0.03451

sbckgcore 0.32691+0.00947
−0.00958 0.33146+0.01622

−0.01610

µbckg
tail 0.13555+0.04462

−0.04300 0.24142+0.10304
−0.09602

cbckgtail 2.17520+0.16020
−0.14332 2.59629+0.30699

−0.26581

sbckgtail 0.86435+0.05952
−0.05725 0.79387+0.11772

−0.10448

Table J.1: List of parameters of Background ∆t PDFs from MC and the Data.
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Appendix K

Supplemental Studies for Lifetime
Fitting

In this chapter, we will discuss the supplemental studies for CP fittings.

K.1 Determination of lifetime using intermediate MC
information

We performed additional three fittings to determine the lifetime of B0 and B± with the
intermediate true information from the MC generator. The variable and PDFs for the
fitting for each variable are as follows:

• mcDeltaT
(

ℓtrueCP −ℓtruetag

βγc

)
: Kinematically-smeared differences of decay times between

B0
CP and B0

tag. This fitting uses a PDF of Ek and provides the lifetime value of B0

without any effects from the Belle II detector.
• ℓCP−ℓtruetag

βγc
and ℓtrueCP −ℓtag

βγc
: ℓtruex /βγc means decay time of B0

x without effects from x-
side vertex fitting. In this fitting, we use Ek ⊗ RCP and Ek ⊗ Rtag, and it checks
the validity of the resolution function and its parameters for the CP and tag-side,
respectively.

where Ek is given in Equation 5.7.
The results of the lifetime determination with the above three variables are given in

Table K.1 and Figures K.1, K.2, and K.3. The determined lifetimes fit well with the
reference lifetime that is determined using mcDeltaTau variable, and the fitted curves
show good agreements with the data points of each variable.
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Figure K.1: mcDeltaT distribution and fitted curve of Ek for main and control channel.
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Figure K.2: ℓCP−ℓtruetag

βγc
distribution and fitted curve of Ek ⊗ RCP for main and control

channel.
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Figure K.3: ℓtrueCP −ℓtag
βγc

distribution and fitted curve of Ek ⊗ Rtag for main and control
channel.
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Variables for fitting Fitted τB0 Fitted τB±

mcDeltaTau 1.520(3)ps 1.641(4)ps
mcDeltaT 1.521(3)ps 1.642(4)ps
ℓCP−ℓtruetag

βγc
1.523(3)ps 1.642(4)ps

ℓtrueCP −ℓtag
βγc

1.518(4)ps 1.632(4)ps

Table K.1: Determined lifetimes of B0 and B± from each step. The result from
mcDeltaTau is given as a reference value.
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Appendix L

The Effects of Background Events
on Sensitivity

We repeated ensemble tests by changing the number of events in the Background category
with 0%, 25%, 50%, 75%, 100%, 1000%, and finally 2000% to confirm the effect of events
from the category. Figure L.1 shows the MINOS error distributions from each trial, and
we can confirm the error is not depending much on the number of events from Background
categories.
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Figure L.1: Distributions of MINOS errors from the ensemble test for the CP fitting with
configurations from the experimental data.

We consider the reason for such weak dependence of uncertainty for Afit
CP and Sfit

CP

on Nbckg is thanks to the good separation power of fsig given in Equation 4.5. Figure
L.2 shows the distribution of the fsig from a generator of the Toy MC dataset with
Ntotal = 81600 and Fsig = 0.075 which is given in Table 4.7. If we weaken the separation
power of fsig by calculating the value with 1D or 2D signal extraction and perform the
CP fitting with the newly calculated fsig, then the error distribution shifts significantly
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by the number of events of the Background category. (Appendix I)
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Figure L.2: Distribution of fsig from Toy MC dataset generator. The left plot shows the
distribution from the entire fitting region, and the right one shows that from the signal
region.

Therefore, we can conclude that the number of Background events is not a big deal,
but the number of (Signal + SxF) events is important for the sensitivity for ACP and
SCP estimation with the current statistics and configurations for the fitting.

Also, we can confirm that δACP is more affected by Nbckg than δSCP . We can find
the reason from the shape of Background ∆t PDF. Thanks to the good resolution for ∆t
determination of the Background events, events in the Background category are mainly
populating in the small-∆t region and will dilute the asymmetry in the region. Because
ACP is a coefficient for cos term, we can conclude that the diluted asymmetry by the
Background events mainly affects δACP . Comparison of curves between Background ∆t

PDF and sin2(∆md∆t) or cos2(∆md∆t) is shown in Figure L.3.
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