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CHAPTER 1

Introduction

1.1 Fundamentals of particle physics

The standard model in particle physics is one of the best established theories. It describes the elementary
particles and forces between them. It consists of two main categories into which the elementary particles
are classified, namely fermions and bosons. They are distinguished by their spin, a quantum mechanical
attribute. Fermions have half integer, while bosons have integer spins. A picture of the standard model is
shown in Fig. 1.1.

Figure 1.1: The standard model of elementary particle physics. [MIs19]

Fermions are separated in quarks and leptons, which are further classified in three families. Within these
families the particles are distinguished by its charge and mass. The Lepton families consist of the electron,
muon and tau lepton together with their equally named neutrinos (electron-neutrino, muon-neutrino and
tau-neutrino).
The quarks are the elementary constituents of hadrons, like protons, neutrons, pions etc. We categorise

1



Chapter 1 Introduction

the quarks in three different generations/families by their charge and from light to heavy. A family
consists always of two quarks, one with +2/3 the other with −1/3 of charge. The first family consists
of the up and down quark, which have masses of only a few MeV. The up-quark has charge of +2/3,
while the down-quark has −1/3. The charge stays the same for each quark family. The second family
consists of the charm- and strange quark with masses of 1.27 GeV and 93.4 MeV [Zyl+20], respectively.
The last family includes the top- and bottom quark, with a mass of 172.69 GeV and 4.18 GeV [Zyl+20],
respectively.
The bosons are the force carriers of the different interactions. We observed five bosons namely the
photon, the𝑊± and 𝑍0, the gluon and the Higgs. The photon is the force carrier of the electromagnetic
interaction and has a spin of one. The𝑊± and 𝑍0 interaction particles of the weak interaction and have
in contrat to the photon and the gluon, describing the strong interaction, a mass of several GeV. In 2012
the long predicted Higgs boson 𝐻 was found. However, the Higgs has a spin of zero and thus is called a
scalar boson, while the others are vector bosons. With the discovery of the Higgs boson one verified the
existance of the Higgs mechanism, which is needed in the standard model. It describes the origin of
the elementary particles mass by their interaction with the Higgs field through the Higgs boson. The
Higgs boson it self has a mass of 125.25 GeV [Zyl+20]. While the origin of the𝑊±, 𝑍0 and elementary
particles could be described by the Higgs mechanism the mass of the Higgs itself can not be explained,
yet.
The standard model is well proven and succeeds in combining the electromagnetic and weak interaction
to one electroweak interaction. However, it also has its limitations. Primary, the unification of all three
interactions can not be explained yet and the gravitational force is not considered. Thus, physicists seek
to solve those problems and many more by doing high energy colliding experiments. One of those is the
Belle II experiment, which we will discuss in the following.

1.1.1 CKM-Matrix

Quarks can change their flavour within or between families by charged weak decays involving 𝑊±

bosons. Flavour changing neutral current (FCNC) decays (𝑏 → 𝑠, 𝑑) are highly suppressed. The
Cabibbo-Kobayashi-Maskawa (CKM) matrix describes these flavour changes between the different
families.

©­«
|𝑉𝑢𝑑 | |𝑉𝑢𝑠 | |𝑉𝑢𝑏 |
|𝑉𝑐𝑑 | |𝑉𝑐𝑠 | |𝑉𝑐𝑏 |
|𝑉𝑡𝑑 | |𝑉𝑡𝑠 | |𝑉𝑡𝑏 |

ª®¬ ≈ ©­«
0.974 0.225 0.004
0.225 0.973 0.041
0.009 0.040 0.999

ª®¬ [Tho19] (1.1)

The probability of a flavor change is proportional to the squared matrix element (|𝑉𝑖 𝑗 |
2). Thus, the most

likely flavour change is within a quark family, while the probability that a quark changes the family is
reduced, as we can see in Eq. (1.1) on the diagonal and off-diagonal elements, respectively.
The magnitudes of the CKM-matrix elements containing a 𝑏-quark are measured in B-Factories. Thus,
by carrying out collider experiments and observing the 𝐵-meson decays we can test our experimental
findings of |𝑉𝑢𝑏 | and |𝑉𝑐𝑏 | against theory predictions of the standard model.

1.1.2 Semileptonic Decays

In semileptonic 𝐵 decays, the 𝑏-quark will change its flavor to a 𝑐- or 𝑢-quark via a𝑊± vertex. The𝑊±

boson will then decay to a lepton and its corresponding anti neutrino. Measurements, of 𝑅(𝐷) − 𝑅(𝐷∗)

2



Chapter 1 Introduction

show a deviation of 3.2𝜎 to the standard model [Gro22]. This difference is measured by the ratio of
semileptonic 𝐵 decays of

𝑅(𝐷∗) =
BF

(
𝐵 → 𝐷

∗
𝜏𝜈

)
BF

(
𝐵 → 𝐷

∗
𝑙𝜈
) (1.2)

Given the deviation to the standard model this hints a strong potential of new physics. Thus, if this is
true we should observe a similar deviation in 𝑏 → 𝑢𝜏𝜈̄ [TW16] events. Especially, measurements of

𝑅𝜋 =
BF (𝐵 → 𝜋𝜏𝜈̄)
BF (𝐵 → 𝜋𝑙𝜈̄) (1.3)

can be used to find new physics. However, the identification is problematic due to the small amount
of signal in comparison to the large amount of background events. Here one of the most problematic
backgrounds are events with a produced long lived kaon (𝐾0

𝐿). Background events with produced 𝐾0
𝐿’s

are able to mirror our signal event and show the same event structure. However, a veto of 𝐾0
𝐿 events

would lead to a decrease in efficiency since the identification of 𝐾0
𝐿’s is challenging due to their high

fake-rate. Neutral particles, like neutrons, are likely to be identified as 𝐾0
𝐿 clusters in the KLM and thus

are falsify identified as 𝐾0
𝐿 events. Therefore, a highly efficient identification of 𝐾0

𝐿 events is necessary
to to improve the sensitivity in 𝑅𝜋 or 𝑅(𝐷) and 𝑅(𝐷∗) measurements.

1.1.3 Long- and short-living kaon states

Neutral kaons are the lightest mesons composed of a 𝑠-quark. There are two compositions either
𝐾

0 := 𝑑𝑠 or 𝐾
0

:= 𝑠𝑑, with a mass of 𝑚K = 0.497611 GeV [Zyl+20]. Thus, they only decay via the weak
interaction in either pions or leptons. Further, a 𝐾0 can transform to a 𝐾

0
via box Feynman diagrams

shown in Fig. 1.2. This is called neutral kaon mixing.

Figure 1.2: Box diagrams of neutral kaon mixing.

However, through this mixing process the 𝐾0 and 𝐾
0

are no charge-parity (CP) eigenstates. Instead one
can build linear combinations of those to form CP eigenstates, denoted as 𝐾1 and 𝐾2. Applying the CP
operator to those we see that the 𝐾1 state is a CP-even, while 𝐾2 is a CP-odd eigenstates.
In experiments two types of physic state neutral kaons with different lifetimes of 𝜏

𝐾
0
𝑆
= (8.954± 0.004) ·

10−11 s and 𝜏
𝐾

0
𝐿
= (5.116 ± 0.021) · 10−8 s [Zyl+20] were discovered. Thus, those two states are named

short-living (𝐾0
𝑆) and long-living kaon (𝐾0

𝐿), respectively. If CP is conserved in weak decays we could

3



Chapter 1 Introduction

identify the physic states as

|𝐾0
𝑆 > ≈ |𝐾1 > and (1.4)

|𝐾0
𝐿 > ≈ |𝐾2 > . (1.5)

However, Cronin and Fitch discovered decays of a 𝐾0
𝐿 to two pions suggesting that the 𝐾0

𝐿 has a CP-even
component. This was the first observation of direct CP violation in neutral kaon systems [Tho19]. The
correct quantum mechanical picture of the 𝐾0

𝑆 and 𝐾0
𝐿 is derived in [Tho19] and given by

|𝐾𝑆 (𝑡) > =
1√︃

1 + |𝜖 |2
[
|𝐾1 > +𝜖 |𝐾2 >

]
𝑒
−𝑖𝜆𝑆 𝑡 and (1.6)

|𝐾𝐿 (𝑡) > =
1√︃

1 + |𝜖 |2
[
|𝐾2 > +𝜖 |𝐾1 >

]
𝑒
−𝑖𝜆𝐿 𝑡 . (1.7)

Here, the exponential function gives the time evolution of the system and 𝜖 is the CP violating factor.

1.2 The Belle II experiment

The Belle II experiment is a high energy collider experiment at the SuperKEKB accelerator in Tsukuba,
Japan. It is the successor to Belle. Belle II is also referred to as a B-Factory experiment, since many
B-mesons are created. In Fig. 1.3 a sketch of the experiment is shown.

Figure 1.3: Schematic view of the Belle II experiment at the SuperKEKB accelerator. [AFK18]

As it is shown, electrons and positrons are accelerated up to energies of 4.0 GeV and 7.0 GeV [Abe+10],
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Chapter 1 Introduction

respectively. They collide inside the Belle II detector at the interaction point (IP), with a center of mass
energy of

√
𝑠 = 10.58 GeV. This energy is exactly at the Υ(4S) resonance, which will decay to a neutral

or charged pair of 𝐵-mesons. The Υ(4S) resonance is the fourth resonance of 𝑏𝑏-quark pair and thus
a bottomonium. Since the mass of the Υ(4S) lies above the 𝐵𝐵-threshold it will most likely decay to
either neutral or charged 𝐵-mesons.
The Belle II detector is an onion-shaped detector with near-4𝜋 coverage with different layers of detector
types. The closest to the interaction point (IP) is the Pixel Detector (PXD) and a Sillicon Vertex Detector
(SVD). The main purpose of both is to measure the 𝐵-meson decay vertex. Then a Central Drift Chamber
(CDC) for the track reconstruction and momentum measurements, particle identification and as trigger
for signals of charged particles is installed. Followed by that is a Time-Of-Propagation (TOP) and an
Aerogel Ring Imaging Cherenkov (ARICH) counter for particle identification. Both are Cherenkov
detectors measuring the angle between the particle and radiated photon called the Cherenkov angle. Thus,
by measuring the momentum of the particle we can determine its mass and therefore identify the particle.
Thereafter, an Electromagnetic Calorimeter (ECL) is placed. In the ECL we are using scintillation
crystals to detect photons and electrons efficiently. Last but not least, the Klong-Muon-Detector (KLM),
which we will discuss in Section 1.2.1 in detail, is installed. [Ada+18][Abe+10] For a more detail on the
other detector parts see [Ada+18] and [Abe+10].

1.2.1 Klong-Muon-Detector

The Klong-Muon-Detector (KLM) is the most outer detector of the Belle II experiment. It consists of a
barrel, and forward and backward endcap, shown in Fig. 1.4.

Figure 1.4: Profile of Belle II KLM upper half. [Abe+10]

The main purpose of the KLM is to detect muons, which leave charged tracks in the CDC, and 𝐾0
𝐿’s, that

nearly1 do not interact in any other detector part.
The barrel KLM (BKLM) covers a region of 45◦ to 125◦ in the polar angle. We use alternating
glass-electrode resistive plate chambers (RPC) and iron plates for the detection, as in Belle since they

1 Except of the ECL, where a slight chance of an interaction exists.
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Chapter 1 Introduction

showed good performance [Abe+10]. However, in the first two layers of the BKLM, scintillators with
wavelength-shifting fibers are used, since the high deadtime of the RPC modules would result in major
performance losses. The iron-plates are there to detect neutral particles, which will hadronically interact
with the iron creating a hadronic shower. [Ada+18].
RPCs are build of two parallel glass plates with a gas gap in between. The glass plates are used as
electrodes, where a high voltage is applied, forming an electric field. If a charged particle transverses
through a RPC, it will ionize the gas. Those ions and free electrons will then be accelerated by the
electric field towards the electrodes. Hereby, it is possible that additional interactions with the gas atoms
occur, resulting in an avalanche of charge carriers. A pulse is then measured by readout strips mounted
on top of the electrodes. Through the avalanche a decreasing potential between the electrodes can be
observed, leading to a deadtime in which this segment can not detect further signals.
In order to obtain 3D information and a high detection efficiency orthogonal readout stripes are installed
on both sides of the RPC, forming a so called superlayer [Abe+10]. Thus the overall detection efficiency
is increased to roughly 99% [Abe+10]. The advantage of this configuration is that both RPC modules
have independent electrodes and gas chambers. So if one module fails the other one still works with a
muon detection efficiency of roughly (90 − 95)% [Abe+10]. A sketch of a superlayer RPC is shown in
Fig. 1.5.

Figure 1.5: Profile of a RPC superlayer used in the barrel of the Belle II KLM. [Abe+10]

For the endcaps of the KLM (EKLM), the RPC performance would suffer due to their high deadtime and
the higher luminosity of the SuperKEKB accelerator [Ada+18]. The background rate of neutrons and
other particles created along the beam line is increased in the SuperKEKB accelerator and would therefore
cause a reduction of our signal detection efficiency, if using RPC modules. Thus, scintillators with
wavelength-shifting fibers are used together with Silicon PhotoMultipliers (SiPMs) as readout [Aus+15].

6



Chapter 1 Introduction

1.3 𝑲0
𝑳 Identification

In order to understand how 𝐾
0
𝐿’s are identified, we first have to understand how a cluster is built in the

KLM. A cluster consists of multiple hits2 lying in a 5◦ cone. The cone is build from the interaction point,
by a straight line to the center of the possible cluster candidate.
In order to identify now a cluster as a 𝐾0

𝐿 we will be checking if the cluster is considered to be charged or
neutral. Therefore, a second cone surrounding the cluster from the interaction point is applied, with an
opening angle of 15◦. Measured tracks in the CDC are extended to their entrance point in the KLM. If a
line, drawn from this entrance point to the interaction point, lies then within the 15◦ cone, the cluster is
not considered to be a 𝐾0

𝐿 cluster. Last but not least, we require the 𝐾0
𝐿 cluster to have at least two hits in

different layers. For a 𝐾0
𝐿 cluster build from the KLM and ECL we require at least one hit in the KLM

and ECL, respectively [Abe+10].
Nevertheless, often clusters are identified as 𝐾0

𝐿 clusters although they originate from other particles,
like beam induced fast neutrons created by beam background effects. Thus, the efficiency of identifying
a 𝐾0

𝐿 meson properly is not great. This is shown in [Tch+02] that the identification efficiency of good
𝐾

0
𝐿 clusters is approximately 50% for 𝐾0

𝐿’s with an momentum between 2 and 4 GeV. While in [Aus+15]
it is shown that the identification efficiency in the Belle II experiment is approximately between 60%
and 70% for a momentum region of 2 to 3 GeV. However, the number of fake clusters is high, which
decreases the efficiency of for example 𝑅(𝜋) analyses discussed in Section 1.1.2.

1.4 Search for 𝑲0
𝑳 in BELLE II

We aim to build a new analysis tool, which helps us to reject fake 𝐾0
𝐿 clusters and identifying good

𝐾
0
𝐿 clusters efficiently. Thereby, an increase in the efficiency of for example 𝑅(𝜋) analyses shall be

obtained (see Section 1.1.2). Thus, we perform a data-driven Boosted-Decision-Tree training on good
and bad 𝐾0

𝐿 clusters to identify 𝐾0
𝐿 clusters and separate them from fake clusters.

1.4.1 Initial state Radiation in 𝝓 Production

For this training we need to find a pure sample of good and bad 𝐾0
𝐿 cluster candidates to train on. The

decay channel of
𝑒
+
𝑒
− → 𝛾ISR

[
𝜙 → 𝐾

0
𝐿𝐾

0
𝑆

]
offers the right conditions for this. Here, a photon gets radiated from the electron or positron beam,
reducing the energy of the collision to an arbitrary value including the mass of a 𝜙 meson, a vector
meson composed of a 𝑠𝑠 quark pair. The 𝜙 decays, with a branching ratio of BF (𝜙 → 𝐾

0
𝑆𝐾

0
𝐿) = 33.9%

[Zyl+20], to a 𝐾0
𝑆 and 𝐾0

𝐿 , respectively. The 𝐾0
𝑆 has a much lower lifetime of 𝜏

𝐾
0
𝑆
= 8.954 · 10−11s than

the 𝐾0
𝐿 with 𝜏

𝐾
0
𝐿
= 5.116 · 10−8s [Zyl+20]. Thus, the 𝐾0

𝑆 will further decay, within the detector, to two
charged pions, with a probability of (69.20± 0.05)% [Zyl+20], while the decay of the 𝐾0

𝐿 can only rarely
be observed. A sketch of this process is shown in Fig. 1.6.

2 At least two hits in different KLM layers.
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Figure 1.6: Sketch of our decay process used for 𝐾0
𝐿 identification. We detect the ISR photon (orange) as a high

energy shower in the ECL and the two pions (blue) as tracks in the CDC. The 𝐾0
𝐿 is sometimes detected in the

KLM, but with a high fake-rate.

We choose this channel since it is easy to identify and reconstruct, due to the fact that we expect two
charged pions leaving tracks in the CDC originating from the same vertex displaced from the IP, a
high-energy neutral shower in the ECL from the high energy photon and one neutral cluster in the KLM.
Thus, by reconstructing our 𝐾0

𝑆 from the two pions and the high energy photon we can estimate the
missing four momentum vector and the direction of the 𝐾0

𝐿 without reconstructing it explicitly.
In this analysis we will first look on signal Monte Carlo (MC) and then data. Signal MC is a MC
simulation of this decay only, without any background. The reason why we are looking into signal MC
is to evaluate whether we can identify good 𝐾0

𝐿 candidates, before investigating data. Thus, we simulate
events where a virtual photon decays in a high energy photon (𝛾𝐼𝑆𝑅) and a 𝜙 meson in 100% of the time.
The 𝜙 meson will further decay as shown in Fig. 1.6. We generate around 50000 events, so that we have
sufficient statistics.
For the reconstruction of the events we make some loose pre-selections. First, we reconstruct our
𝐾

0
𝑆 from the two charged pions and define a selection on the reconstructed mass of the two pions by

0.45 < 𝑚𝜋𝜋 < 0.55 GeV. We choose this lower and upper limits since we know that the pions originate
from the 𝐾0

𝑆 , with a mass of 𝑚
𝐾

0
𝑆
= 0.4976 GeV [Zyl+20]. Secondly, we require the high energy photon

to have an energy between 3 < 𝐸𝛾 < 9 GeV in the lab frame. We choose these boundries since we
expect to observe a high asymmetric resolution for high-energy photons in the measured energy by the
ECL, due to energy leakage. Further, one can validate that those limits are reasonable by calculating the
energy analytically. We can do this by looking on a two body decay, where either the positron or electron
beam radiates a ISR photon and produces a 𝜙 meson in the collision. We know that the center of mass
energy3 is

√
𝑠 = 10.58 GeV, as this is the operation energy of the Belle II experiment. Further, we know

the mass of the 𝜙 meson. Thus, we can calculate the energy of the photon to be

𝐸
𝜙
𝛾 = |𝑝𝜙𝛾 | =

√
𝑠

2 − 𝑚2
𝜙

2
√
𝑠

(1.8)

𝐸
𝜙
𝛾 = 5.24083 GeV. (1.9)

3 Here also referred to as the beam energy.
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Chapter 1 Introduction

1.4.2 Initialstate Radiation in 𝑱/𝝍 Production

Another decay mode used for the identification of 𝐾0
𝐿 mesons is:

𝑒
+
𝑒
− → 𝛾ISR

[
𝐽/𝜓 → 𝜋

+
𝜋
−
𝐾

0
𝐿𝐾

0
𝑆

]
.

Here the 𝐽/𝜓 is a meson composed of a 𝑐𝑐 and thus a resonance state. Special to this process is that
we expect to have four charged pions in the final state. This is leading to an increased number of
multiple 𝐾0

𝑆 candidates in an event. Thus, we introduce a best candidate selection, ranking the possible
𝐾

0
𝑆 candidates by the significance of distance (𝜎𝑑), giving the significant distance of the 𝐾0

𝑆 decay vertex
to the interaction point. Hence, we neglect bad candidates and use for the analysis only the best one.
Our selection for the invariant mass of the two pions made in Section 1.4.1 can be transferred. However,
for the high energy photon we calculate the analytical energy, by Eq. (1.8) to assure that we are still
covering a good energy range. We get an energy of

𝐸
𝐽/𝜓
𝛾 = 4.83674 GeV, (1.10)

using the mass of the 𝐽/𝜓 in Eq. (1.8) instead of the 𝜙 mass. Thus, we can use the same pre-selection as
in Section 1.4.1.

1.4.3 Fast Boosted-Decision-Tree

Once we have a highly pure sample of 𝐾0
𝐿 cluster candidates we aim to train a fast Boosted-Decision-Tree

(BDT), which is a Belle II analysis tool, to identify good 𝐾0
𝐿 clusters and separate them from falsely

identified 𝐾0
𝐿 clusters. The BDT is an advanced machine learning algorithm of the Decision-Tree (DT).

A Decision-Tree is a supervised technique used in machine learning. With such an algorithm we can
train a machine to optimize the separation between signal and background events based on some features,
also called nodes. A DT consists of multiple layers of these nodes. Based on those a number of cuts and
a probability for each cut is determined, by fitting the feature. In Fig. 1.7 a DT is illustrated.

Figure 1.7: Illustration of a Decision-Tree. The DT consists of multiple layers and nodes. At each node a decision
is made to advance in the layers. Finally we categorize the outcome in the terminal node giving the probability of
the sample to be signal [Kec16].

The separation power is determined and maximised. In the end the highest power will be used as the final
cut. This power gives us how good we can distinguish between signal and background by applying a
certain cut. Still, a normal decision tree is susceptible to over-training, which means that the determined
cuts are too strict to allow statistical fluctuations. Thus, a DT is called a weak learner. Hence, we use a

9



Chapter 1 Introduction

Boosted-Decision-Tree (BDT) with multiple single Decision-Trees (weak learners). Each of these DT’s
are fitted and weighted by the minimization of a loss function [Kec16]. For features that are difficult
to categorize the weight is then increased. Thus, by multiple iterations of the algorithm a decrease in
importance for the BDT is observed. Hence they can be neglected [Kec14].
After the training the classification is applied to a testing sample. Thus, we test the classification on an
unknown sample for over- or under-fitting or in other words, if our model of the BDT is to complex or
simple. For a more detailed explanation please see [Kec16; Cor+22].
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CHAPTER 2

𝑲0
𝑳 identification in initial state radiation channels

We first look at the 𝜙 channel, since this is the easier one to identify and reconstruct of the two
decay channels introduced in Section 1.4. Thus, as described in Section 1.4.1 we first generate signal
MC events. Afterwards we search for this mode in a data sample, with an integrated luminosity of
𝐿int = 125.7907 fb−1. We use signal MC to validate our calculations and to estimate what number of
signal events to expect in data. Our aim is to perform a data-driven BDT-study in order to distinguish
between good and bad 𝐾0

𝐿 cluster candidates in the KLM detector. Therefore, we first need a high
purity selection of 𝐾0

𝐿 candidates in the first place. We can achieve this by selecting high purity 𝐾0
𝑆-𝛾ISR

candidates, since in our decay mode 𝑒+𝑒− → 𝛾ISR
[
𝜙 → 𝐾

0
𝐿𝐾

0
𝑆

]
we expect a 𝐾0

𝐿 , once we find a 𝐾0
𝑆 in

combination with a high-energy photon.

2.1 High purity 𝑲0
𝑺 selection

We want to define selections to collect a highly pure 𝐾0
𝑆-𝛾ISR sample. Therefore, we first have to validate

that our reconstruction of 𝐾0
𝑆 candidates works. Here, we first require that no tracks shall be left in the

rest of event and first ignore all KLM clusters. We select only one 𝐾0
𝑆-𝛾ISR candidate in an event. The

selections discussed in this section and the following subsections are applied in the rest of the analysis.
Later we allow multiple 𝐾0

𝑆-𝛾ISR candidates per event. The selection of one 𝐾0
𝑆-𝛾ISR candidate per event

is used to estimate how many events as opposed to candidates we should expect.
We first take a look at the invariant mass of the two daughter pions. We expect a sharp peak at
𝑚𝜋𝜋 = 0.497611 GeV [Zyl+20]. The distribution is shown in Fig. 2.1, for signal MC (left) and for data
(right).
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Figure 2.1: Distribution of the reconstructed mass of the two daughters of the 𝐾0
𝑆 for signal MC (left) and data

(right). In both a sharp peak at the nominal 𝐾0
𝑆 mass is observed. In data of 𝐿int = 125.7907 fb−1 a large amount

of background is observed as well.

In both signal MC and data, we observe a sharp peak at the 𝐾0
𝑆 mass. Thus, we see that our reconstruction

works. However, the purity of the 𝐾0
𝑆-𝛾ISR sample is low due to the amount of background events. Thus,

we aim to enhance the purity, meaning the percentage of good candidates in a defined region, by applying
certain selections discussed in the following subsections. In Table 2.1 a list of these and their meaning is
given. We use these in order to obtain a high purity and detection efficiency.

Selection Name Description
Number of track candidates in the event beside
the two pions (𝑛ROE)

To neglect events with background tracks. We only
expect two tracks from the two pions, which are
reconstructed as daughters of the 𝐾0

𝑆 .
Reconstructed mass of the two pions (𝑚𝜋𝜋) Reconstructed mass of the two charged pions. We

use this selection to define a signal region of good
𝐾

0
𝑆 candidates.

Significance of distance (𝜎𝑑) The significance of distance gives the significant
distance of the 𝐾0

𝑆 decay vertex to the interaction
point (IP). We use this selection to enhance the
𝐾

0
𝑆 purity.

ISR photon energy (𝐸𝛾) Photon energy in the center of mass frame (CMS).
We use this selection to enhance the 𝐾0

𝑆 purity.
Table 2.1: List of selections we use to obtain a high purity 𝐾0

𝑆 selection.

A detailed description of the calculation of the efficiency, purity and the algorithm to obtain the optimal
values is given in the following Section 2.1.1.

2.1.1 Selection efficiency and purity

In order to obtain a high purity sample without reducing the selection efficiency, in data, we choose the
optimal selection value by minimizing the distance between the calculated efficiency and purity and the
optimal one at {𝜖, 𝑃} = {1.0, 1.0}. Therefore, we use the scipy.optimize.minimize package [com22a].
We always calculate the selection efficiency 𝜖 and purity 𝑃 simultaneously by defining a signal region in
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the spectrum of the reconstructed mass of the two pions. We define this region by performing a global fit
of a Gaussian as signal, combined with a polynomial of 1st order as background, shown in Eq. (2.1).

ℎ(𝑥) = 𝐴
√

2𝜋𝜎
· exp−

(
(𝑥 − 𝜇)
𝜎

)2
+ 𝑎 · 𝑥 + 𝑏 (2.1)

Thus, we define the signal region as
𝜇 ± 5 · 𝜎,

where 𝜇 is the mean and 𝜎 the width of the Gaussian in Eq. (2.1). The definition of our signal region is
illustrated in Fig. 2.2.
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Figure 2.2: Definition of the signal region for the 𝐾0
𝑆 selection, through a global fit to the 𝑚𝜋𝜋 spectrum in form of

a Gaussian plus a polynomial function of the first order (see Eq. (2.1)). We use the signal 𝑓Sig and background
𝑓Back function to calculate the selection efficiency and purity of 𝐾0

𝑆 candidates.

By using the signal 𝑓Sig and background 𝑓Back function of the fit we determine the selection efficiency
and purity by integrating over the signal region1 to

𝜖 =

∫ 𝑢
𝑙

d𝑥 𝑓Sig𝑖∫ 𝑢
𝑙

d𝑥 𝑓Sig0

and, (2.2)

𝑃 =

∫ 𝑢
𝑙

d𝑥 𝑓Sig𝑖∫ 𝑢
𝑙

d𝑥 𝑓Sig𝑖 +
∫ 𝑢
𝑙

d𝑥 𝑓Back𝑖

. (2.3)

Here, the index 𝑖 refers to the selection for which the efficiency and purity shall be calculated and 𝑓Sig0
is

the signal function before applying any selections2. We determine the distance 𝛿 between the optimal

1
𝑙 =̂ lower boundary and 𝑢 =̂ upper boundary.

2 Except for the charged track cleaning selection
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point (𝜖opt, 𝑃opt) and our calculated selection efficiency and purity as

𝛿 =

√︂(
𝑃 − 𝑃opt

)2
+
(
𝜖 − 𝜖opt

)2
.

The minimization algorithm from scipy.optimize.minimize [com22a] uses then different cut values and
therefore new 𝑓Sig𝑖 to search for the shortest distance between the calculated and optimal point. In this
way we obtain the selection values for the significance of distance of the 𝐾0

𝑆 decay vertex towards the
interaction point 𝜎𝑑 , and the ISR photon energy 𝐸𝛾 .

2.1.2 Significance of distance 𝝈𝒅

As shown in Table 2.1 the significance of distance is the significant distance between the IP and the
𝐾

0
𝑆 decay vertex. We use it to identify a shared displaced vertex of the two pion tracks, which are

reconstructed to find 𝐾0
𝑆’s. In Fig. 2.3 the distribution is shown for signal MC (left) and data (right).
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Figure 2.3: Distribution of the significance of distance of the 𝐾0
𝑆 decay vertex from the interaction point for signal

MC (left) and data (right). In signal MC we use the cut defined by the minimization done in data Section 2.1.1 and
select candidates with 𝜎𝑑 > 43.24. Further, events are shown where either the 𝐾0

𝑆(blue), the ISR photon (red) or
both (yellow) are not reconstructed correctly. In data we apply the cut by the algorithm described in Section 2.1.1.
Thus, we define a cut at 𝜎𝑑 > 43.24 in data.

In signal MC the distribution is divided into signal and background distributions. We observe many
candidates close to the interaction point. With increasing distance the amount of 𝐾0

𝑆 candidates decreases,
as expected. Close to the interaction point particles are often falsely identified as 𝐾0

𝑆 mesons. Thus, we
select only events above 𝜎𝑑 = 43.24 in signal MC in order to reject falsely reconstructed 𝐾0

𝑆 candidates.
This selection is done using the minimization algorithm on data.
In data we observe the same behaviour as in MC. In order to select a pure and efficient sample of
𝐾

0
𝑆 candidates we use the minimization algorithm described in Section 2.1.1 in order to find the best

selection to obtain a high purity sample of 𝐾0
𝑆 candidates. Thus, we select candidates with a significance

of distance above 𝜎𝑑 = 43.24. By Eqs. (2.2) and (2.3) we achieve a purity of 90.18% with an efficiency
of 89.98%.
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2.1.3 ISR photon energy 𝑬𝜸

The next variable of interest is the ISR photon energy. As shown in Section 1.4.1, we expect to find a
peak at the analytical energy of 𝐸 𝜙𝛾 = 5.24083 GeV (cf. Eq. (1.8)) for this decay. In Fig. 2.4 the photon
energy distribution is shown in the CMS frame, on the left for signal MC and on the right for data.
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Figure 2.4: Distribution of the ISR photon energy after the significance of distance selection for signal MC (left)
and data (right). In signal MC we apply a selection at 𝐸𝛾 > 2.61 GeV, using the same selection as in data. In data
we determine a selection by the minimization algorithm resulting in a cut at 𝐸𝛾 = 2.61 GeV. The green line shows
the analytical value for the energy of the photon in an 𝑒+𝑒− → 𝛾ISR𝜙 decay. Due to an energy leakage of the ECL
shown by the long tail to lower energies we introduce the analytical value of the photon energy as a constraint.

In both figures the analytical value of the photon energy is shown as the green line. At this value we
observe a peak of the measured photon energy by the ECL. Thus, the reconstructed photon energy
matches our expectations at first sight.
Investigating both distributions more closely we observe a long tail towards lower energies in signal MC
and in data. This is caused by an energy leakage of the ECL crystals. Thus, the energy measurement
from the ECL has a high asymmetric resolution for high-energy photons. Therefore, to not rely on
the large energy resolution asymmetry we introduce an energy constraint for the photon, by using the
analytical value in Eq. (1.8) for 𝑒+𝑒− → 𝛾ISR𝜙 events, in all further calculations. This energy constraint
is important for the analysis as we will see in Section 2.2.1. Furthermore, due to using the constraint we
have to scale the momentum components of the photon in the following way:

𝑝
′𝑖
𝛾 = 𝑝

𝑖
𝛾 ·

𝐸
𝜙
𝛾

𝐸𝛾
. (2.4)

We get the scaled momenta 𝑝′𝑖𝛾 by multiplying the measured momentum components 𝑝𝑖𝛾 with the ratio
of the analytical energy value from Eq. (1.8) and the measured energy 𝐸𝛾 by the ECL.
In data (Fig. 2.4 right) we use the minimization algorithm to find the optimal selection. One observes
that the minimization algorithm chooses a rather loose cut. Since, we already reduced the background by
the significance of distance selection it seems that there are no background candidates left. Thus, we
assume that the high energy photon selection is not very powerful to enhance our purity. In signal MC
we apply the same selection.
The selection efficiency and purity is now calculated in combination with the selection applied to the
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significance of distance. In Fig. 2.5 the selection efficiency and purity for each cut is illustrated. Due to
the lack of background candidates, the significance of distance and photon energy selection overlap in
Fig. 2.5. This validates our expectation that the photon energy selection shows only a small effect for
selecting a high purity 𝐾0

𝑆-𝛾ISR sample, due to the lack of further background events.
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Figure 2.5: Selection efficiency 𝜖 and purity 𝑃 of 𝐾0
𝑆 candidates without (𝑛ROE) and after significance of distance

(𝜎𝑑) and photon energy selection (𝐸𝛾). The error bars are to small to display. An overlap of the 𝜎𝑑 and 𝐸𝛾
selection is visible, validating our expectation that a selection has only a small impact on the selection efficiency
and purity of our 𝐾0

𝑆-𝛾ISR sample.

We find a sample purity of 90.20%. In comparison to the selection efficiency and purity achieved by
applying only the significance of distance selection we do not observe a large improvement, gaining
0.02% in total. Overall, with the selections applied so far a highly pure sample of 𝐾0

𝑆-𝛾ISR candidates is
created. Thus, we expect to find 𝐾0

𝐿 candidates with a similar purity.
Before we try to find good 𝐾0

𝐿 candidates we take a look at the two pion mass after all selections, in
Fig. 2.6.
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Figure 2.6: Distribution of the reconstructed mass of the two charged pions for signal MC (left) and data
(right) after selections on 𝜎𝑑 and 𝐸𝛾 . We choose the same signal region in signal MC as in data, between
0.4878 < 𝑚𝜋𝜋 < 0.5069 GeV.

We observe in both signal MC and data a sharp peak. In comparison to Fig. 2.1 we see the background is
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significantly smaller. We apply a selection to the two pion mass defined by the signal region defined
before (see Section 2.1.1), rejecting side band background events with clearly no good 𝐾0

𝑆 candidates. In
Fig. 2.6 this is shown by the black dashed lines.
Using this highly pure and efficient sample of𝐾0

𝑆-𝛾ISR candidates we now want to find good𝐾0
𝐿 candidates

and predict their momentum and energy.

2.2 𝑲0
𝑳 prediction and definition of good and bad KLM clusters

2.2.1 Missing mass selection

We now investigate, if we are able to predict the presence of good 𝐾0
𝐿 candidates, based on our highly

pure 𝐾0
𝑆-𝛾ISR selection. So far we have not reconstructed any 𝐾0

𝐿 . Instead, we use the four-momenta of
the beam, the ISR photon and the 𝐾0

𝑆 to determine the four-momentum of the missing particle. If the
event is reconstructed correctly this particle is a 𝐾0

𝐿 . Thus we calculate the momentum components from

𝑝𝑚𝑖𝑠𝑠 = 𝑝𝑏𝑒𝑎𝑚 − 𝑝𝛾 − 𝑝𝐾0
𝑆
. (2.5)

We use the energy constraint introduced in Section 2.1.3 for the ISR photon energy. In the missing mass
spectrum:

𝑚miss =

√︃
𝐸

2
miss − ®𝑝2

miss (2.6)

we expect a peak at the 𝐾0
𝐿 mass of 𝑚

𝐾
0
𝐿
= 0.497611 GeV [Zyl+20].The distribution is shown in Fig. 2.7.
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Figure 2.7: Distribution of the missing mass for signal MC (left) and data (right) after selections on 𝜎𝑑 , 𝐸𝛾 , 𝑚𝜋𝜋
and using the photon energy constraint, in the 𝑚miss calculation. A sharp peak can be observed at the nominal
𝐾

0
𝐿 mass. To select good 𝐾0

𝐿 candidates we apply a cut at 𝑚miss > 0.435 GeV, by eye.

We observe a sharp peak close to the 𝐾0
𝐿 mass in signal MC and data, respectively. Thus, we are able to

predict good 𝐾0
𝐿 candidates for each event and apply a selection, by eye, on the missing mass in signal

MC and data at 𝑚𝑚𝑖𝑠𝑠 > 0.435 GeV.
The reason why we need to use the photon energy constraint can be seen upon taking a closer look at the
missing mass distribution without any constraint. This is shown in Fig. 2.8.
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Figure 2.8: Comparison of the distribution of the missing mass with the photon energy constraint (green) and
without the constraint (red) for signal MC truth matched (left) and data (right). Both distributions are calculated by
Eq. (2.5). The blue line shows the nominal mass of the 𝐾0

𝐿 .

We observe a broad distribution peaking at ≈ 1 GeV without using the photon energy constraint. This
would suggest that we are not able to identify good 𝐾0

𝐿 candidates based on the missing mass in our pure
sample of 𝐾0

𝑆-𝛾ISR candidates. With the application of the constraint a sharp peak at the 𝐾0
𝐿 mass is

observed.
We perform a study of generator level signal MC to understand this broadening we observe upon not
using the constraint. We calculate the missing mass by adding a small variation to the photon energy.
We use a Gaussian with a mean of zero and a width of 𝜎 = 0.1 GeV to produce our variation, which is
created randomly 10000 times and added to the photon energy. We calculated then our missing mass
and illustrate the distribution in a histogram in Fig. 2.9.

0.0 0.5 1.0 1.5 2.0
mmiss / GeV

0

20

40

60

80

100

120

140

Co
un

ts

Signal MC, Missing mass (generator level)
Fixed E
Smeared E

Figure 2.9: Distribution of 𝑚miss after varying of the photon energy using a Gaussian distribution with mean
𝜇 = 0 GeV and standard deviation 𝜎 = 0.1 GeV for generator level signal MC. A large broadening in 𝑚miss is
observed. We further plot mark the 𝑚miss value, if we use the constraint for the photon energy (green).
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If we compare this to the histograms in Fig. 2.8 we also observe a broadening in the missing mass
spectrum peaking at around 1 GeV. However, a small difference can be seen. In Fig. 2.8 we obtain
missing masses of up to 3 GeV in signal MC. In our simulation of generator level signal MC we observe
an upper threshold of the missing mass at 2 GeV. This is very likely to come from the modeling of
the variation of the photon energy, specifically the bad modeling of the low energy tail observed in
the photon energy distribution in Fig. 2.4 by our Gaussian. Nevertheless, the modeling of the energy
variation of the photon with a Gaussian function shows sufficient evidence that a small variation of a
few 100 MeV results in a large uncertainty in the missing mass. Thus, we have enough evidence that a
constraint to the photon energy is needed in order to identify 𝐾0

𝐿 candidates. We will use this constraint
for all subsequent calculations that include the ISR photon four-momentum.

2.2.2 𝑲0
𝑺 cut flow, step-wise and complete efficiency

We provide a brief summary of the selections applied so far. Thus, we want to display the cut flow
of all selections and determine the step-wise and complete efficiency after each selection step. The
efficiency will again be based on the two pion mass distribution. The step-wise and complete efficiency
are determined from

𝜖Step =
𝑁i + 1

2
𝑁i-1 + 1

and (2.7)

𝜖Comp =
𝑁i + 1

2
𝑁0 + 1

, (2.8)

using the Bayesian approach [Cas12]. After each selection we count the number of remaining candidates
𝑁i and divide it by the number of candidates remaining after the previous selection 𝑁i-1 to determine the
step-wise efficiency. For the complete efficiency divide the number of candidates after each selection
by the number candidates before applying any selections 𝑁0. Only candidates within the signal region
defined by the two pion mass selection are counted. In data we use the background subtraction method in
order to reject background candidates that are still left in the signal region. Therefore, we fit a polynomial
of 1st order to our side regions of the two pion mass distribution. By an extrapolation inside our signal
region we can determine the number of background candidates and reject them. Thus, we obtain for
𝑁0 = 106033 ± 326, where the error is calculated as the Poissonian error

√︁
𝑁0. The uncertainty for the

other parameters is as well given by
√︁
𝑁𝑖. The uncertainty of the step-wise and complete efficiency is

calculated using the Bayesian approach [Cas12].
In Table 2.2 the step-wise and complete efficiencies, together with all selections performed so far, are
shown for data and signal MC. The 𝐾0

𝑆 cut flow, for data, is illustrated in Fig. 2.10 showing the 𝑚𝜋𝜋
distribution after each selection step. For truth matched signal MC the cut flow is given in Fig. 2.11.
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Variable Name Selection Efficiency
signal MC Data

Step: 𝜖Step Complete:
𝜖Comp

Step: 𝜖Step Complete:
𝜖Comp

Missing mass 𝑚miss > 0.435 GeV 0.8399(25) 0.8399(25) 0.7880(22) 0.7880(22)
Signif. of Dis-
tance

𝜎𝑑 > 43.24 0.9542(16) 0.8015(27) 0.9299(14) 0.7328(22)

Photon Energy 𝐸𝛾 > 2.61 GeV 0.9998(01) 0.8014(27) 0.9994(01) 0.7324(22)
Table 2.2: Step-wise and complete efficiency for each selection from signal MC and data.
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(c) Distribution of the two pion mass after photon
energy selection.
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Figure 2.10: Distribution of two pion mass after each selection step from data.
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Figure 2.11: Distribution of two pion mass after each selection step from signal MC.

With each of the selections the step-wise efficiency increases, while the complete efficiency decreases, as
expected. This can also be seen in Fig. 2.10 and Fig. 2.11 for data and signal MC, respectively. Ultimately,
we achieve a complete efficiency in data of 𝜖𝐷𝑎𝑡𝑎𝐶𝑜𝑚𝑝 = (73.24 ± 0.22)% and 𝜖𝑀𝐶𝐶𝑜𝑚𝑝 = (80.14 ± 0.27)%.
One can see that the numbers between signal MC and data differ by ≈ 7% from each other. This is
caused by a small missmodeling in singal MC.
With this highly efficient and pure sample of 𝐾0

𝐿 candidates we next want to determine the expected
number of 𝐾0

𝐿 events in data. Therefore, we simply count our signal candidates after all selections.
Thus, we expect 𝑁exp = 26956 ± 164 𝐾0

𝐿 events in the complete data set of 125.7907 fb−1. The error is
calculated

√︁
𝑁exp.

2.2.3 Definition of Good 𝑲0
𝑳cluster candidates

So far we found a highly purity and efficient sample of 𝐾0
𝑆-𝛾ISR and thus also 𝐾0

𝐿 candidates, by
introducing some simple selections on the 𝑒+𝑒− → 𝛾ISR

[
𝜙 → 𝐾

0
𝐿𝐾

0
𝑆

]
channel. However, we do not

know which cluster is indeed a real 𝐾0
𝐿 cluster and which ones are fake. Thus, we have to define what

a good 𝐾0
𝐿 cluster candidate in the KLM is. Here, we will allow now multiple candidates to occur in

one event to select the best one. The definition of a good and bad 𝐾0
𝐿 cluster candidate is done by the
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determination of the opening angle (𝛼) between the missing momentum vector, from which we know that
we select possible 𝐾0

𝐿 candidates, and the KLM cluster position, consisting of the 𝑥, 𝑦 and 𝑧 component
of a cluster. To calculate the opening angle we have to do a Galilean transformation to get the missing
momentum components in the lab frame as shown in Eqs. (2.9) to (2.12).

𝑝
𝑙𝑎𝑏
𝑥 = 𝑝

𝑐𝑚𝑠
𝑥 (2.9)

𝑝
𝑙𝑎𝑏
𝑦 = 𝑝

𝑐𝑚𝑠
𝑦 (2.10)

𝑝
𝑙𝑎𝑏
𝑧 = 𝛾(𝑝𝑐𝑚𝑠𝑧 + 𝛽𝐸𝑐𝑚𝑠) (2.11)

𝐸
𝑙𝑎𝑏

= 𝛾(𝐸𝑐𝑚𝑠 + 𝛽𝑝𝑐𝑚𝑠𝑧 ) (2.12)

With these, we now use the vector python package to build vector arrays of our missing momentum and
KLM position vector. Then the opening angle can be determined by the function deltaangle of this
package[Esc+22]. The definition is illustrated in Fig. 2.12.

Figure 2.12: Definition of the opening angle 𝛼 between the missing momentum and KLM cluster position vector.

We use the opening angle between those vectors since if we predict the momentum correctly we should
observe a peak at one in cos(𝛼) for good 𝐾0

𝐿 cluster candidates, while bad 𝐾0
𝐿 cluster candidates not

correlated to our signal should have a uniform distribution. The distributions is shown in Fig. 2.13 for
truth matched MC.
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Figure 2.13: Distribution of the cosine of the opening angle cos(𝛼) between the missing momentum and KLM
cluster position vector for signal MC (truth matched). A peak at one is observed with a long tail towards higher
opening angles for truth matched clusters.

Here, we use truth-matched KLM clusters, which means we obtain the true values of the generated
MC particles. The KLM truth-matching algorithm determines then the likelihood of an KLM cluster
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to be generated by a generated 𝐾0
𝐿 . We observe a sharp peak at one as expected. However, a tail to

lower values of cos(𝛼) is visible. Thus, the distribution has a much higher width than expected for truth
matched candidates. It suggests that there are truth matched vectors with opening angles up to 60◦

towards the truth matched KLM cluster. We investigate this further using event displays, to rule out
calculation errors. In Fig. 2.14 we observe a 𝐾0

𝐿 matched to a cluster in the KLM with an opening angle
of ≈ 60◦. Furthermore, one can see that this cluster (pink in Fig. 2.14) is likely to originate from an
electron (blue dotted line) created through the decay of the 𝐾0

𝐿 .

Figure 2.14: Picture of an event display of a 𝐾0
𝐿 matched cluster with an opening angle of ≈ 60◦ for the xy- (left)

and xz-plane (right), respectively. Here an electron (blue dotted line) originates from 𝐾
0
𝐿 decay and creates a

cluster (pink) in the KLM, which is matched to the 𝐾0
𝐿 .

These events, where the 𝐾0
𝐿 decays and the decay particles reach the KLM can explain a broadening in

cos (𝛼). However, we also observe events where no MC particle is close to the 𝐾0
𝐿 matched cluster, as

shown in Fig. 2.15.

Figure 2.15: Event display of a 𝐾0
𝐿 matched cluster with an opening angle of ≈ 70◦ for the xy- (left) and xz-plane

(right), respectively. Here no particle is close to the matched 𝐾0
𝐿 cluster cluster (pink).

One explanation could be that these clusters are created by beam background. Another, explanation
could be that we observe hadronic splitoffs of the 𝐾0

𝐿 . This means that the 𝐾0
𝐿 will interact with any

detector material producing a hadronic shower. Thus, high energy neutrons could be produced and
detected as clusters in the KLM with high opening angles towards the original 𝐾0

𝐿 . Last but not least, it
it could that the truth-matching algorithm is failing for KLM clusters. We investigate this more closely
by using the particle gun, generating only one 𝐾0

𝐿 per event uniformly distributed in momentum, 𝜃 and 𝜙
in the detector. Thereby, we do not include any background files in the generation. Still, we observe the
same behaviour as before. As an example, in Fig. 2.16 an event is shown where the generated 𝐾0

𝐿 should
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not be match with the KLM cluster, referring to the opening angle between both.

Figure 2.16: Event display of a 𝐾0
𝐿 matched cluster with an opening angle of ∝ 70◦ for the xy- (left) and xz-plane

(right), respectively. Here no particle is close to the cluster (pink). The 𝐾0
𝐿 was generated by the particle gun

module.

Thus, either we observe a hadronic splitoff of the 𝐾0
𝐿 or the KLM truth-matching algorithm is not

working.
In addition to that we observe events where a truth matched cluster is associated to a charged track far
away from the cluster. This however, is a known problem as shown in [PO19]. Here it was reported
that a track is matched to a cluster, if the distance between both is below 150 cm. Considering that the
Belle II detector measures about 8 m in length and height and that the KLM is the most outer and biggest
detector component it is likely to find a track within 150 cm distance of a cluster. Thus, the definition of
neutral clusters is not suitable and actual neutral clusters are considered charged.
We see that the truth matching seems to fail for some clusters and the track matching algorithm is not
working properly as well. Both topics deserve a much more detailed study to identify the reason for this
and improve the algorithms. However, this would exceed the scope of this study as we only use signal
MC for testing purposes. Nevertheless, the distribution in Fig. 2.13 meets our expectations that we are
able to find 𝐾0

𝐿 candidates pointing towards a KLM cluster. Thus, we define good and bad 𝐾0
𝐿 cluster

candidates by applying a simple selection.
Since, we want to do a data-driven Fast-BDT training on KLM clusters we repeat the calculation of the
cosine of the opening angle between the missing momentum and the KLM cluster position vector in data
of 125.7907 fb−1. The distribution is shown in Fig. 2.17.
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Figure 2.17: Distribution of the cosine of the opening angle cos(𝛼) for the missing momentum and KLM cluster
position vector for 𝐿int = 125.7907 fb−1 of data. A peak at one is observed. We define good 𝐾0

𝐿 clusters (green)
to have an opening angle 𝛼 > 0.5 rad → cos(𝛼) > 0.8778). Every candidate below that is considered to be
background and thus not a 𝐾0

𝐿 cluster candidate (red).

We observe, as in signal MC, a peak at one with a long tail towards higher opening angles of 𝛼. In contrast
to signal MC the higher width as well as the long tail is to be expected due to the background in data.
With this plot we can define whether a KLM cluster shall be considered to be a good or bad 𝐾0

𝐿 cluster
candidate by accounting each KLM candidate with an opening angle of less then 0.5 rad ∝ 28.65 ◦3 to
be a good 𝐾0

𝐿 cluster candidate, shown in green. The rest is considered to be bad 𝐾0
𝐿 cluster candidates

(red).
If one examines Fig. 2.17 closer a small peak at roughly cos (𝛼) ∝ −0.9 is visible. An error in the
calculation could not be verified after cross checking it with different vector packages of python and
pyroot and ROOT. We can not give a sufficient explanation why there seems to be a significant amount
of clusters with opening angles of 180◦ towards the predicted 𝐾0

𝐿 flight direction.
As shown in [Pii21], beam induced fast neutrons are likely to hit in the forward endcap. Thus, we take a
closer look on this region for our defined bad 𝐾0

𝐿 cluster candidates (red in Fig. 2.17). In Fig. 2.18 we
can see the 𝑥 − 𝑦 plane of the forward KLM endcap for bad 𝐾0

𝐿 cluster candidates.

3 This means cos (𝛼) > 0.8776.
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Figure 2.18: Two dimensional distribution of the bad 𝐾0
𝐿 cluster candidates of their X and Y position in the forward

endcap of the KLM using 𝐿int = 125.7907 fb−1 of data. We observe a segnificant amount of background clusters
in the same endcap region as in [Pii21]. We reject these clusters since we already now that they are most likely
background clusters created by beam induced fast neutrons [Pii21].

We observe that hits of bad 𝐾0
𝐿 cluster candidates occur in the same region as shown in [Pii21], giving

strong evidence that those clusters are most likely beam induced fast neutrons. Thus, we reject the
candidates in this region since we already know that these are fake clusters.
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Figure 2.19: Distribution of the cosine of the opening angle cos(𝛼) between the missing momentum and KLM
cluster position vector after rejecting forward KLM fast neutrons, for 𝐿𝑖𝑛𝑡 = 125.7907 fb−1 of data. In order to
determine the identification efficiency and the fake-rate we fit a constant function to our background (black line)
from -1 to 0.75 and extrapolate it to higher values of cos(𝛼). By then taking the integral of our total signal region
and subtract the integral of the extrapolated background we determine the efficiency and fake-rate.

By rejecting these fake clusters and our definition of good and bad 𝐾0
𝐿 cluster candidates we calculate

the identification efficiency and fake-rate. Therefore, we fit a constant function to the background region
and extrapolate it in the signal region, illustrated in Fig. 2.19. Thus, we can describe the background
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candidates that pass our selections. If the missing vector has a very small opening angle towards the
cluster position it becomes more unlikely that the cluster is a fake one. Therefore, we assume that the
background decreases around cos(15◦) ≈ 0.966. We choose for 𝛼 ≈ 15◦ since this is the opening angle
needed towards charged tracks to count the cluster as a neutral one (c.f. [Abe+10]). Then we have to
calculate our number of signal candidates, corrected by this falloff in the extrapolated background (𝑁Cor

Sig )
to be

𝑁
Cor
Sig = 𝑁Sig − 𝑁Ext + 𝑁

15◦
Ext · 𝜖 . (2.13)

Here, 𝑁Sig is the amount of candidates passing our good and bad 𝐾0
𝐿 cluster candidate definition. 𝑁Ext is

the number of assumed background candidates by extrapolating the constant function into the signal
region. We can calculate it to be

𝑁Ext = 𝑁Sig ·
𝐼Ext

𝐼
Total
Sig

, (2.14)

where 𝐼Ext is the integral of the extrapolated background function and 𝐼Total
Sig the total integral of the

histogram within the signal region. The last term in Eq. (2.13) is 𝑁15◦
Ext · 𝜖 . 𝜖 is the identification efficiency

and 𝑁15◦
Ext is the number of estimated background candidates where the missing and KLM position vector

has a smaller opening angle than 15◦. We can calculated it by

𝑁
15◦
Ext = 𝑁

15◦
Sig ·

𝐼
15◦
Ext

𝐼
15◦
All

, (2.15)

where 𝑁15◦
Sig is the number of candidates within the 15◦ region and 𝐼15◦

Ext and 𝐼15◦
All are the integrals of

the extrapolated background function and the histogram in that region, respectively. If we then have
calculated 𝑁Cor

Sig by Eq. (2.13) we can also determine the identification efficiency by

𝜖 =
𝑁

Cor
Sig

𝑁exp
. (2.16)

Here 𝑁exp is the number we determined at the end of Section 2.2.2. If we insert Eq. (2.13) in Eq. (2.16)
and transform the equation we get

𝜖 =
𝑁Sig − 𝑁Ext

𝑁exp ·
(
1 − 𝑁

15◦
Ext
𝑁exp

) . (2.17)

For the fake-rate ( 𝑓 ) we have to determine

𝑓 =
𝑁Back
𝑁Exp

. (2.18)

Here, 𝑁Back is the total amount of background candidates and is determined by

𝑁Back = 𝑁out + 𝑁Ext − 𝑁
15◦
Ext · 𝜖 . (2.19)
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𝑁out is the number of bad 𝐾0
𝐿 cluster candidates. Inserting this in Eq. (2.18) we get

𝑓 =
𝑁out + 𝑁Ext − 𝑁

15◦
Ext · 𝜖

𝑁exp
. (2.20)

If we calculate now the identification efficiency and fake-rate we get

𝜖 = 0.7325 ± 0.0067 and
𝑓 = 1.0353 ± 0.0087.

The statistical uncertainty for the fake-rate and efficiency is calculated by the Gaussian error propagation.
We see that we achieve a rather high identification efficiency with roughly 73%. However, we also have a
rather high fake-rate of 1. This means that we there is on average at least one fake cluster in an event that
is falsely identified as a 𝐾0

𝐿 cluster. We aspire to reduce this fake rate, but keeping a high identification
efficiency. Thus, we perform on this final sample of bad and good 𝐾0

𝐿 cluster candidates a MVA study in
the following.

2.3 MVA training for 𝑲0
𝑳 identification

As we saw in the previous section we are able to define good and bad 𝐾0
𝐿 cluster candidates. Thus we

could determine the identification efficiency and fake-rate, which showed that we can identify 𝐾0
𝐿 clusters

with a high efficiency but also high fake-rate. In order to decrease the fake-rate, but without reducing the
efficiency too much, we train a FastBDT on our data sample. Therefore, we use our selection on cos (𝛼)
and create the target variable to separate good and bad clusters, which will be one for cos(𝛼) > cos(0.5)
and zero for cos(𝛼) < cos(0.5). We split our final sample of good and bad 𝐾0

𝐿 cluster candidates in a
training and testing file. We assign 80% of our total candidates to the training and the remaining 20% to
the testing file. As training variables we use all KLM shape variables that are accessible in the Belle II
framework (c.f. [Col22]). In the end to simplify the training for the FastBDT we neglect KLM variables
with low importance and high correlations. Thus we train our final FastBDT on 11 variables, which are
listed in Table 2.3. The variables are listed from least to most important.
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Variable Name Description
Cluster X position Returns the 𝑥 coordinate of the associated KLM cluster.
Inner most Layer Gives the innermost number of layer where a 2-

dimensional hit was found.
Theta Gives the polar angle (𝜃) of the associated KLM cluster.
Maximal KLM Angle Gives the maximum angle between all KLM clusters

and the particle we are looking at, in an event.
ECL cluster matches to KLM cluster Gives the number of ECL clusters that are matched to

the particle which is associated to the KLM cluster.
Cluster timing Gives the timing information of the KLM cluster.
Belle ECL Flag Returns the Belle style ECL flag.
Track-Cluster distance Gives the distance between the KLM cluster and the

track It will return NAN if no Trakc-to-KLM cluster
relation is found.

Number of Layers Gives the number of KLM layers with a 2-dimensional
hits.

𝐾
0
𝐿-ID Gives the KlId classifier output that is related to the

KLM cluster.
Number of tracks matched to KLM Cluster Gives the number of Track matches to the KLM cluster.

It can be greater than zero for 𝐾0
𝐿’s or neutrons. It

returns NAN if the particle is not related to any KLM
cluster.

Table 2.3: KLM shape variables and their descriptions to train the BDT on [Col22].

In Fig. 2.20 the classifier output of the FastBDT is shown. As one can see we are able to separate fake
and good 𝐾0

𝐿 clusters by those 11 variables shown in Table 2.3.
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Figure 2.20: Distribution of the FastBDT classifier output. A separation of signal and background is observed. We
see an agreement between the training and testing sample for signal of 65% and for background 48%.

We add the classifier output to our total sample of good and bad 𝐾0
𝐿 clusters. Thus, we can scan through

the output classifier and calculate for each step the identification efficiency and fake-rate, as shown at
the end of Section 2.2.3. We expect, by scanning through the FastBDT output classifier, first a strong
decrease in the fake-rate, while the identification efficiency is only slowly decreasing. At high selection
values for the classifier however, this will change and we will observe a major efficiency loss, while
the fake-rate does not improve by much. The identification efficiency against the fake-rate is shown in
Fig. 2.21.
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Figure 2.21: Identification efficiency plotted against the fake-rate for different selections on the FastBDT classifier
output. We observe a strong decrease in the fake-rate for low cuts on the FastBDT classifier. For high selection
values the efficiency decreases strongly, while the fake rate decreases only slowly.

The errors in Fig. 2.21, are calculated by the Gaussian error propagation. As we expected we observe a
point, close to (𝜖 = 1, 𝑓 = 0), at

𝜖 = 0.6998 ± 0.0065 and
𝑓 = 0.0985 ± 0.0020.

We will call this point the optimal working-point. Furthermore, by finding this point we showed that by
training a simple FastBDT on data a better identification of 𝐾0

𝐿 clusters in the KLM detector is achieved.
If we compare our identification efficiency to the one from Belle, of roughly 50% [Tch+02], we see that
in Belle II an enhancement in efficiency is achieved. Furthermore, we see good agreement with previous
studies of Belle II, for example [Aus+15]. Here an identification efficiency between 60% and 70% was
determined for 𝐾0

𝐿’s with momenta between 2 GeV and 3 GeV in the endcaps of the KLM detector. This
suggests that we are only able to observe high momentum 𝐾

0
𝐿’s. However, we also aim to identify low

momentum 𝐾
0
𝐿 candidates. Therefore, we search in other decay channels for low momentum 𝐾

0
𝐿’s.

We should be able to observe low momentum𝐾
0
𝐿 candidates in decays of 𝑒+𝑒− → 𝛾ISR

[
𝐽/𝜓 → 𝜋

+
𝜋
−
𝐾

0
𝐿𝐾

0
𝑆

]
.

We discussed in Section 1.4.2 that in order to produce a 𝐽/𝜓, using a center of mass energy of√
𝑠 = 10.58 GeV, we need a ISR photon of around 𝐸 𝐽/𝜓𝛾 = 4.83674 GeV and to distinguish the two pions

from the 𝐽/𝜓 and 𝐾0
𝑆 decay we introduce a best 𝐾0

𝑆 selection. We use the same analysis procedure as
before, resulting in no evidence for good 𝐾0

𝐿 cluster candidates. Thus, we are not able to use the 𝐽/𝜓
decay mode ( described in Section 1.4.2) to identify low momentum 𝐾

0
𝐿’s.

Another approach to identify low momentum 𝐾
0
𝐿’s could be using MC signal events for the training.

Thus, we investigate if we are able to use signal MC with low momentum 𝐾
0
𝐿 candidates and train the

FastBDT on MC signal and data background events, simultaneously. For this however, the training
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variables (KLM shape variables) have to match in signal MC and data. A short validation for this can be
done if we compare the signal MC and data KLM shape variables. In Fig. 2.22 the four most important
variables are displayed for the FastBDT training.
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Figure 2.22: Comparison of the signal distributions of the KLM shape variables for signal MC and data in order to
validate the assumption that we can do a combined training to predict low momentum 𝐾

0
𝐿’s. Large discrepancies

between signal MC and data are observed.

As one can see, there are major discrepancies between important variables4 for the training. The other
shape variables are illustrated in Fig. A.8 and show similar discrepancies between data and signal MC.
Thus, a combined training to predict low momentum 𝐾

0
𝐿’s would be possible. However, due to the

discrepancies a reduction in the final efficiency of 𝐾0
𝐿 cluster identification could be seen, if we apply

this FastBDT only on data.
In total we have now developed a way to select good 𝐾0

𝐿 candidates, with high energy, in an event. Low
energy 𝐾0

𝐿’s could be found in different decay modes like the 𝑒+𝑒− → 𝛾ISR𝐽/𝜓. However, here the
background suppression is difficult to achieve. Thus we can not report of any good 𝐾0

𝐿 cluster candidates
in the 𝐽/𝜓 mode. Nevertheless, a combined training of MC signal events and data background events is
possible, but expected to be not efficient. Thus, we we first aim to use our identification done in the
𝜙-mode and test it in a missing energy analysis in order to prove, if it is already efficient and usable. We
aim to test our identification algorithm in an analysis of 𝐵 → 𝐷𝑙𝜈, with 𝑙 ∈ {𝑒, 𝜇} in the following.

4 Identified in the pure data-driven FastBDT training.
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We aim to test our 𝐾0
𝐿 identification as described in Chapter 2 using the 𝐵 →

[
𝐷 → 𝜋𝐾

0
𝐿

]
𝑙𝜈 decay.

Further, we use the 𝐵 →
[
𝐷 → 𝜋𝐾

0
𝑆

]
𝑙𝜈 decay as a normalization mode to determine the𝐾0

𝐿 identification
efficiency. This is possible because the branching ratios of those two decays only differ by 0.102%
[Zyl+20]. Thus, we determine the identification efficiency by

𝜖 =
𝑁𝐾𝐿

𝑁
𝑁𝑜𝑟𝑚
𝐾𝑆

. (3.1)

Here, 𝑁Norm
𝐾𝑆

is the number of identified 𝐾0
𝑆 events and 𝑁𝐾𝐿

is the number of observed 𝐾0
𝐿 clusters. By

this test we could verify the usability in other missing energy decays, like 𝐵 → 𝜋𝜏𝜈 decays discussed in
Section 1.1.2.
For the identification of both 𝐾0

𝑆 and 𝐾0
𝐿 events we use the hadronic tagging algorithm of the FEI, which

will be briefly discussed in the following. We first start with the identification of the 𝐾0
𝑆 channel using

run dependent mixed MC14 (MC14rd), of 𝐿int = 213.3848 fb−1, in order to define tag selections. Later
on we add charged and continuum run dependent MC14 as background sources. In order not to train the
FEI itself we use skimmed1 MC14rd files on the Grid.

3.1 Full Event Interpretation

A short introduction to the Full Event Interpretation shall be given. The Full Event Interpretation (FEI)
is an important algorithm used for example in missing energy studies or in the measurement of the |𝑉𝑢𝑏 |
CKM-matrix element. The FEI itself knows a variety of different decay channels. Thus, the FEI is
trained via multiple multivariate classifiers (MVCs)2 to identify each decay channel [Kec14]. In Fig. 3.1
the reconstruction algorithm is shown graphically.

1 Files where the FEI was already trained on and applied.
2 These are multiple BDTs.
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Figure 3.1: The FEI algorithm graphically visualised. From final-state particles we reconstruct intermediate
particle candidates. These are then trained to build a pair of 𝐵-mesons. By using MVCs a probability 𝑃sig, if the
particle is reconstructed correctly, is determined. [Kec14]

Thus, in a Υ(4𝑆) → 𝐵
+
𝐵
− event3 the FEI algorithm reconstructs one B-meson, called 𝐵tag using multiple

MVCs. The remaining B-meson, called 𝐵sig, underlies specific conditions, since the initial state of both
is a Υ(4𝑆) [Kec14]. Further, we get a probability 𝑃sig if the 𝐵tag is reconstructed correctly
There are different approaches for reconstructing the tag side called hadronic, semileptonic and inclusive
tagging, which are described in the following.

• Hadronic tagging- Only uses hadronic decays to reconstruct the tag side. Thus, we achieve a good
highly pure tag side with known kinematics. However, the tag efficiency is very low. [Kec14]

• Semileptonic tagging - Here we use semileptonic 𝐵 decays for reconstructing the tag side. The
tagging efficiency is therefore higher than in hadronic tagging, due to the higher branching fractions.
Instead, the kinematics of the tag side are not reliable, since it suffers from missing energy from
neutrinos. Thus, the tag side purity is low. [Kec14]

• Inclusive tagging - In inclusive tagging the four momenta of the rest of event particles of the signal
side are used for the tag side reconstruction. The tagging efficiency is therefore higher than for the
others. But the purity is rather low since there is also a lot of background, which comes from the
high amount of background that has to be dealt with. [Kec14]

The decay on which the analysis will be performed is on the signal side. In Fig. 3.2 an example of an
𝐵
−
𝐵
+ decay is illustrated using the FEI to reconstruct the tag side.

3 This is also valid for Υ(4𝑆) → 𝐵𝐵̄. We choose 𝐵+𝐵− only as an example.

34



Chapter 3 𝐾
0
𝐿 identification in 𝐵 → 𝐷𝑙𝜈 decays

Figure 3.2: Illustration of a Υ(4𝑆) → 𝐵
−
𝐵
+ decay. The tag side is reconstructed using the hadronic tagging

algorithem [Kec14].

3.2 𝑫 → 𝝅𝑲0
𝑺 identification

The 𝐵 →
[
𝐷 → 𝜋𝐾

0
𝑆

]
𝑙𝜈 decay is as easy to identify as the ISR decay channel used in Chapter 2. We

define some pre-selections for the leptons and pions, by requiring that the electron, muon and pion ID is
greater than 0.9. Since we reconstruct the 𝐾0

𝑆 from two charged pions we introduce a best 𝐾0
𝑆 selection

as in our 𝐽/𝜓-study. Furthermore, a best candidate selection for the 𝐵tag based on the signal probability
of the same is applied. Thus, we assure that only one 𝐾0

𝑆 and 𝐵tag candidate is considered. Thereby, we
do not count multiple candidates for these, for example by switching pions in the 𝐾0

𝑆 reconstruction. We
then reconstruct the 𝐷-meson from the 𝐾0

𝑆 and the remaining pion. The 𝐷-meson is finally combined
with the lepton to create the signal side 𝐵-meson, without considering the missing neutrino. With the
𝐵tag and 𝐵sig we reconstruct the Υ(4𝑆).
The advantage of using the tagging algorithm is that we know the kinematics of the 𝐵tag and thus also of
the 𝐵sig. The only unknown particle we have no information on yet is the neutrino. Since we use this
decay mode as a normalization for the 𝐾0

𝐿 mode we again need to obtain a highly pure sample of good
𝐾

0
𝑆 candidates. We achieve this by introducing selections to the tag side. Further, for the signal side we

need to select a pure sample of 𝐷-mesons decaying into a pion and 𝐾0
𝑆 . Doing so, we can determine

the number of 𝐵 →
[
𝐷 → 𝜋𝐾

0
𝑆

]
𝑙𝜈 events in our sample. However, in order to obtain a pure sample of

𝐷-mesons we first need to select a highly pure sample of 𝐾0
𝑆 candidates. Since, the background already

reduces by selections on the 𝐵tag we take a closer look on those in the following subsections.

3.2.1 𝑩tag selections

If the tagging algorithm works properly, no particle should be left in the rest of event, as explained in
Section 3.1. Thus, we require that no charged tracks should be left in the rest of event. This is commonly
referred to as the completeness constraint [Kec+19]. Furthermore, in MC we distinguish signal from
background by demanding that everything is reconstructed correctly accept for a missing neutrino. This
variable tells us, if a decay is reconstructed correctly except for some missing energy of a neutrino. Thus,
we apply selections to the tag side, so that the signal is dominating the background. Therefore, we use
three tagging variables, which are introduced in the following.
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Beam-constraint mass (𝑴𝒃𝒄)

The first of these variables is the beam-constraint mass (𝑀𝑏𝑐), which is defined as

𝑀𝑏𝑐 =

√︃
𝐸
∗2
Beam − ®𝑝∗2

𝐵 . (3.2)

Here, 𝐸∗2
Beam is the energy of the beam, while ®𝑝∗2

𝐵 is the three momentum of the 𝐵-meson, in the
center of mass frame. If the reconstruction is correct and if there is no neutrino in the decay the
beam-constraint mass is equal to the 𝐵-meson mass [Kou+18]. Thus, we expect to observe a peak around
𝑀𝑏𝑐 = 5.279 GeV [Zyl+20]. In Fig. 3.3 the distribution of the beam-constraint mass for hadronically
tagged run dependent mixed MC14 is shown.
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Figure 3.3: Distribution of the beam-constrained mass of hadronically tagged run dependent mixed MC14 of
𝐿int = 213.3848 fb−1. We observe a peak at the nominal 𝐵 mass as expected. The selection is optimised by eye,
selecting events with 𝑀𝑏𝑐 > 5.27 GeV.

We observe that our signal is peaking around the mass of the 𝐵-meson and thus matches our expectations.
We apply a selection, seen above, at 𝑀𝑏𝑐 > 5.27 GeV. Thus, we reject a great amount of wrongly
reconstructed 𝐵tag candidates.

Energy difference 𝚫𝑬

In the center of mass frame the energy of 𝐵-mesons should be 𝐸∗
𝐵 =

√
𝑠/2 and thus equivalent to the

beam energy 𝐸∗
Beam [Kou+18]. Therefore, the difference in energy is defined as

Δ𝐸 = 𝐸
∗
𝐵𝑒𝑎𝑚 − 𝐸∗

𝐵. (3.3)

By this definition we expect Δ𝐸 to peak at zero, if there is no neutrino in the decay. In our reconstruction
we use a pre-selection for this variable of |Δ𝐸 | < 0.1 GeV. In Fig. 3.4 is shown.
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Figure 3.4: Distribution of the energy difference of the 𝐵-meson and the beam for hadronic tagged run dependent
mixed MC14 of 𝐿int = 213.3848 fb−1. A peak at zero for signal events is observed.

A peak at zero is observed, validating our expectation. Since we already applied a tight pre-selection, we
do not tighten it further. We keep the pre-selection of |Δ𝐸 | < 0.1 GeV.

FEI signal probability 𝑷sig

Last but not least, we take a closer look at the FEI signal probability, which we use as a ranking for the
best 𝐵tag selection, as mentioned previously. The variable tells us the probability that the 𝐵tag-meson
has been reconstructed correctly. Thus, we illustrate the distribution in Fig. 3.5. We plot the signal
probability with a logarithm of basis ten.
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Figure 3.5: Distribution of the signal probability to reconstruct the 𝐵tag-meson correctly of hadronic tagged run
dependent mixed MC14 of 𝐿int = 213.3848 fb−1. Here shown as log10 (𝑃sig). A peak at zero is observed. We
select events with 𝑙𝑜𝑔10 (𝑃sig) > −1.2 → 𝑃sig ≈ 0.06. The selection is applied by eye.

We observe a good separation between signal and background candidates. As expected, signal candidates
peak at zero, which corresponds to a probability of one. Thus we introduce a cut at −1.2 corresponding
to 𝑃sig ≈ 0.06 and reject everything below. We chose this selection by eye. With those selections we
now can search for good 𝐷- and 𝐾0

𝑆-mesons.
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3.2.2 𝑲0
𝑺 identification

In order to obtain a highly pure 𝐷-meson selection we need to select 𝐾0
𝑆 candidates first. To validate that

our reconstruction, done so far, is working, we plot the two-pion mass distribution, expecting a peak at
the 𝐾0

𝑆 mass. Therefore, we apply the previously introduced selections as well the best 𝐾0
𝑆 selection, in

order to use the best match of pions for the reconstruction. Since we have to define a signal region for
good 𝐾0

𝑆 candidates we fit a Gaussian in addition with a constant function for the signal and background,
respectively. The fit function is shown in Eq. (3.4).

ℎ(𝑥) = 𝐴
√

2𝜋𝜎
∗ exp−

(
(𝑥 − 𝜇)
𝜎

)2
+ 𝑎 (3.4)

The plot is shown in Fig. 3.6.
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Figure 3.6: Distribution of the reconstructed mass of the two pions for hadronic tagged run dependent mixed
MC14 of 𝐿int = 213.3848 fb−1. We perform a global fit of a Gaussian plus a constant function Eq. (3.4). The fit
result is shown on the top right. A peak at the nominal 𝐾0

𝑆 mass is observed. We define our signal region as the
mean plus/minus three times the width of the Gaussian.

We observe a peak of the reconstructed mass of the two pions at the nominal 𝐾0
𝑆 mass. We define our

signal region for good 𝐾0
𝑆 candidates by the mean plus/minus three times the width of the signal Gaussian,

in our global fit. We, expect good 𝐾0
𝑆 candidates to occur within 0.492 GeV < 𝑚𝜋𝜋 < 0.503 GeV.

We now enhance the purity of our 𝐾0
𝑆 sample. For this, we take a look at the significance of distance (𝜎𝑑),

as done before in the 𝜙-analysis. We expect the same behaviour as in Fig. 2.3 and define a selection by
using the minimizing algorithm introduced in Section 2.1.1. In Fig. A.10 the result of the minimization
and the distribution is shown. We define a cut at 𝜎𝐾

0
𝑆

𝑑
> 7.09375.

Applying this selection to our 𝐾0
𝑆 sample we can determine its purity and efficiency by fitting again

Eq. (3.4), for signal and background respectively, to the reconstructed two pion mass distribution. The fit
is shown in Fig. 3.7.
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Figure 3.7: Distribution of the reconstructed mass of the two pions after the significance of distance selection for
hadronic tagged run dependent mixed MC14 of 𝐿int = 213.3848 fb−1. A global fit using Eq. (3.4) is performed to
determine the purity and efficiency of our 𝐾0

𝑆 selection.

We integrate our signal and background functions within the signal region, as explained in Eqs. (2.2)
and (2.3), we determine the selection efficiency and purity to be 𝜖 = 97.00% and 𝑃 = 96.49%.
In conclusion, we achieve a highly pure and efficient 𝐾0

𝑆 selection by applying a best 𝐾0
𝑆- and significance

of distance selection.

3.2.3 𝑫-meson identification

We combine the 𝐾0
𝑆 and remaining pion to find good 𝐷-meson candidates. Therefore, we apply the

selections on the reconstructed two pion mass and the significance of distance and define an additional
signal region for the 𝐷-mesons. For clarity reasons we will call the signal regions 𝐾0

𝑆-region and
𝐷-region. Since we already reconstructed the 𝐷 online, using all events, we first want to see, if we
observe 𝐷-candidates without applying any selections, except for the online selections. Therefore, we
look at the invariant mass of the 𝐾0

𝑆 and pion. We expect to observe a sharp peak at the nominal 𝐷 mass
𝑚𝐷 = 1.86966 GeV [Zyl+20]. In Fig. 3.8 the distribution is shown.
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Figure 3.8: Distribution of the reconstructed mass of the 𝐾0
𝑆 and pion for hadronic tagged run dependent mixed

MC14 of 𝐿int = 213.3848 fb−1. A peak at the nominal 𝐷 mass is observed. We perform a global fit (red) using
Eq. (3.4) to define the 𝐷-region. The fit result is shown at the top right. We define the 𝐷-region by the mean
plus/minus three time the width of the Gaussian function.

As expected, a peak around the nominal 𝐷 mass can be observed. In order to define the 𝐷-region, we fit
a Gaussian plus a constant function, shown in Eq. (3.4), to our distribution. The fit, with a reduced 𝜒2 of
1.205, shows a good result. The 𝐷-region is the defined by the mean plus/minus three times the width of
the fit function. We select good 𝐷 candidates with an invariant mass of 1.859 < 𝑀

𝜋𝐾
0
𝑆
< 1.881 GeV.

We determine the selection efficiency and purity of the 𝐷-mesons as explained before. Therefore, we
also apply our 𝐾0

𝑆 selections. The distribution, together with the fit function, is shown in Fig. A.11. We
determine the selection efficiency and purity to be 𝜖𝐷 = 96.13% and 𝑃𝐷 = 89.74%. Hence, we achieve
to select an efficient and pure selection of 𝐷-mesons.

3.2.4 Determination of 𝑵𝑵𝒐𝒓𝒎

𝑲0
𝑺

We aim to determine the number of 𝐵 →
[
𝐷 → 𝜋𝐾

0
𝑆

]
𝑙𝜈 events in run dependent MC14. Since we

know that there is one missing particle in the decay chain, namely the neutrino, we determine the missing
mass squared 𝑀2

𝑚𝑖𝑠𝑠 of each event. Thus, we expect the signal to peak at zero while other background
will be shifted to higher values. For this step in the analysis we add charged (𝐵+

𝐵
−) and continuum

(coming from 𝑞𝑞 decays) background. The missing mass squared is easy to determine since we know all
the kinematics of the process except for the neutrino itself. The four-momentum kinematic equation is
defined as follows:

𝑝Υ(4𝑆) = 𝑝𝐵𝑡𝑎𝑔
+ 𝑝𝑙 + 𝑝𝜈𝑙 + 𝑝𝜋 + 𝑝𝐾0

𝑆
(3.5)

⇒ 𝑝𝜈 = 𝑝Υ(4𝑆) − 𝑝𝐵𝑡𝑎𝑔
− 𝑝𝑙 − 𝑝𝜋 − 𝑝𝐾0

𝑆
(3.6)

If we square the last equation we get

𝑀
2
𝑚𝑖𝑠𝑠 := 0 =

(
𝑝Υ(4𝑆) − 𝑝𝐵𝑡𝑎𝑔

− 𝑝𝑙 − 𝑝𝜋 − 𝑝𝐾0
𝑆

)2
. (3.7)
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Using the center of mass frame, the energy of theΥ(4𝑆) is equal to the collision energy of
√
𝑠 = 10.58 GeV

and the momentum components are zero. Thus, we have all necessary values to calculate 𝑀2
𝑚𝑖𝑠𝑠.

Furthermore, we apply all defined selections and use truth matching to separate signal from background.
Since the lepton is the most reliable particle in the decay chain we apply the truth matching to it and
ask for the PDG codes of its mother, sisters and nieces. For this however, we have to think of possible
background decays in mixed MC. Since in the charged and continuum file no signal is present we do not
need to use truth matching. A list of expected background decays is given in Table 3.1 together with .

# Definition Name of decay modes

0. Signal 𝐵 →
[
𝐷 → 𝜋𝐾

0
𝑆

]
𝑙𝜈

1. 𝐷
∗ downfeed 𝐵 →

[
𝐷

∗ →
{
𝐷 → 𝜋𝐾

0
𝑆

}
𝑋

]
𝑙𝜈

2. Background 𝐵 → 𝐷
∗+ anything except 1.

3. Background 𝐵 → 𝐷+ anything except 0.
4. Background Anything else that is not 0. - 3.

Table 3.1: Signal and background decays that we expect in Mixed MC, with number code.

The 𝐷∗ downfeed decay mode gives us our signal as well as 0. However, since the 𝐵 decays to a 𝐷∗ in
addition to a missing particle 𝑋 ∈ {𝜋0

, 𝛾} we expect a second peak at the nominal mass of the 𝜋0 at
𝑚
𝜋

0 = 134.9768 MeV [Zyl+20]. The final missing mass squared histogram is shown in Fig. 3.9.
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Figure 3.9: Distribution of the reconstructed missing mass squared using selections and truth matching to
distinguish between signal and different background decay modes, for hadronic tagged run dependent mixed MC14
of 𝐿int = 213.3848 fb−1. We observe a signal peak at zero.

As expected a peak for our signal decay is visible at 0 GeV2. Furthermore, we observe a second peak of
1. 𝐷∗ downfeed events at approximately the 𝜋0 mass squared. Due to our selections other background of
𝐷

∗, 𝐷, charged and continuum is rejected well. We count 𝑁𝐾𝑆
= 50 ± 7 signal candidates. We norm our

counted signal candidates by the previous determined selection efficiency. Thus, we get 𝑁Norm
𝐾𝑆

= 52±10.
We compare this number to the expected number of signal events 𝑁exp. For this, we take the cross section
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ofΥ(4𝑆) → 𝐵𝐵̄ decays as𝜎𝐵𝐵̄ = 0.5346 nb [Cun+20], the branching ratios ofBF (𝐵 → 𝐷𝑙𝜈) = 0.0224
where 𝑙 ∈ {𝑒, 𝜇} and BF

(
𝐷 → 𝜋𝐾

0
𝑆

)
= 0.01562 [Zyl+20]. We assume that the hadronic tagging

efficiency amounts to 𝜖𝑡𝑎𝑔 = 0.002 [Kec+19]. However, this number is not well known and thus we
expect to see a discrepancy between 𝑁exp and 𝑁Norm

𝐾𝑆
we derive the expected number of signal events to

be

𝑁exp = 𝜎𝐵𝐵̄ · BF (𝐵 → 𝐷𝑙𝜈) · BF
(
𝐷 → 𝜋𝐾

0
𝑆

)
· 𝜖𝑡𝑎𝑔 · 2 · 𝐿int (3.8)

= 160 (3.9)

We multiply a factor of two, since we have to consider the charge conjugate of the decay. Compared to
the normalized number of found signal events we see that the theoretical predictions do not agree well
with hadronically tagged run dependent MC14, with regard to the error limits. We observe a discrepancy
of 67.5%. As expected this is most likely caused by the not well known tagging efficiency.
In conclusion, we showed a way to select 𝐵 →

[
𝐷 → 𝜋𝐾

0
𝑆

]
𝑙𝜈 events with a high efficiency and purity.

Nevertheless, in total a discrepancy of 67.5% between run dependent MC14 and theory is observed.
Thus, our normalized number of 𝐾0

𝑆 events has to be treated carefully.

3.3 𝑩 → 𝒍𝝅𝑲0
𝑳𝝂 identification

We aim to identify a signal region for good 𝐾0
𝐿 cluster candidates in our 𝐵 →

[
𝐷 → 𝜋𝐾

0
𝐿

]
𝑙𝜈 sample.

Therefore, we do not reconstruct our 𝐾0
𝐿 . In doing so, we have two unknown particles within our decay.

However, this means that we do not obtain any information about the kinematics of the 𝐷-meson. Thus,
we reconstruct only 𝐵 → 𝑙𝜋, online. We aim to use the missing mass squared to separate signal from
background. However, since we have multiple missing particles in our decay we have to predict one
of those missing particles in order to define the missing mass squared. Furthermore, we expect that
the background of charged and continuum is higher than in the 𝐷 → 𝜋𝐾

0
𝑆 events, due to the additional

missing 𝐾0
𝐿 .

Since we have two missing particles, the missing mass can not be defined that easily. Thus, we need to
predict the energy and momentum of the 𝐾0

𝐿 in order to define the predicted missing mass squared based
on the neutrino to

𝑝
2
𝜈 = 𝑚

2
miss =

(
𝑝Υ(4𝑆) − 𝑝𝐵tag

− 𝑝𝑙 − 𝑝𝜋 − 𝑝𝐾0
𝐿

)2
. (3.10)

We need to apply constraints to get information about the 𝐾0
𝐿 momentum and energy. Knowing that

the 𝐾0
𝐿 and pion should be produced by a 𝐷-meson decay, we apply a constraint to the 𝐾0

𝐿 energy and
momentum so that if combining the pion and 𝐾0

𝐿 , a 𝐷-meson with the nominal 𝐷 mass is created. We
get the following formula:

𝑚
2
𝐷 = 𝑚

2
𝜋 + 𝑚

2
𝐾𝐿

+ 2
(
𝐸𝜋𝐸𝐾𝐿

− ®𝑝𝜋 ®𝑝𝐾𝐿

)
(3.11)

Breaking down the momentum vectors into the different momentum components we get

𝑚
2
𝐷 = 𝑚

2
𝜋 + 𝑚

2
𝐾𝐿

+ 2
(
𝐸𝜋𝐸𝐾𝐿

− 𝑝𝑥𝜋 𝑝
𝑥
𝐾𝐿

− 𝑝𝑦𝜋 𝑝
𝑦

𝐾𝐿
− 𝑝𝑧𝜋 𝑝

𝑧
𝐾𝐿

)
(3.12)

42



Chapter 3 𝐾
0
𝐿 identification in 𝐵 → 𝐷𝑙𝜈 decays

Thus we have now four unknown parameters (𝐸𝐾𝐿
, 𝑝

𝑥
𝐾𝐿
, 𝑝

𝑦

𝐾𝐿
and 𝑝𝑧𝐾𝐿

) to solve for. Our momentum
components can be solved for by the azimuthal and zenith angle 𝜙𝐾𝐿

and 𝜃𝐾𝐿
of the 𝐾0

𝐿 , respectively.
𝜃𝐾𝐿

and 𝜙𝐾𝐿
are unknown variables as well, thus we add in total two additional unknown and four

equations of

cos(𝜃𝐾𝐿
) =

𝑝
𝑧
𝐾𝐿√︃

𝑝
𝑥2
𝐾𝐿

+ 𝑝𝑦2
𝐾𝐿

+ 𝑝𝑧2𝐾𝐿

(3.13)

sin(𝜃𝐾𝐿
) =

√︃
𝑝
𝑥2
𝐾𝐿

+ 𝑝𝑦2
𝐾𝐿√︃

𝑝
𝑥2
𝐾𝐿

+ 𝑝𝑦2
𝐾𝐿

+ 𝑝𝑧2𝐾𝐿

(3.14)

cos(𝜙𝐾𝐿
) =

𝑝
𝑥
𝐾𝐿√︃

𝑝
𝑥2
𝐾𝐿

+ 𝑝𝑦2
𝐾𝐿

(3.15)

sin(𝜙𝐾𝐿
) =

𝑝
𝑦

𝐾𝐿√︃
𝑝
𝑥2
𝐾𝐿

+ 𝑝𝑦2
𝐾𝐿

[TKU11] (3.16)

In total we have now six variables that we have to determine and five equations. We can add a sixth
constraint, since we know the mass of the 𝐾0

𝐿 sufficiently well, by

𝑚𝐾𝐿
=

√︃
𝐸

2
𝐾𝐿

− 𝑝𝑥2
𝐾𝐿

− 𝑝𝑦2
𝐾𝐿

− 𝑝𝑧2𝐾𝐿
. (3.17)

Using the python package scipy.optimize.fsolve [com22b] we solve for the 𝐾0
𝐿 energy and momentum.

Thus, we are then able to define the predicted missing mass squared. We expecting a peak at zero, since
the neutrino is the last particle we have no information about. The distribution is shown in Fig. 3.10.
As expected we observe a peak at zero for our signal. However, we observe a long tail to negative values
of our predicted missing mass squared. This suggests that we are reconstructing more than we should.
Most likely this is caused by our constraints we introduced earlier. Furthermore, all the background is
peaking at zero as well. By our constraints we use that we know the mass of the 𝐾0

𝐿 , which results in
forcing a particle of the mass of a 𝐾0

𝐿 in each background event. Through this background sculpting it is
not possible to perform a fit and defining a good 𝐾0

𝐿 cluster candidates signal region.
Investigating this background sculpting closer by changing some of our constraints shows similar results.
The difficulty is that if we use constraints on the 𝐵 mass we also have to consider the neutrino in our
equations. Thus, we would introduce additional unknowns to our system we can not solve for.
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Figure 3.10: Distribution of the reconstructed missing mass squared, predicting the momentum and energy of the
𝐾

0
𝐿 , for hadronic tagged run dependent mixed MC14 of 𝐿int = 213.3848 fb−1. We observe a peak of signal events

at zero, as well as for background events.

In conclusion, we can not report of a definition for a 𝐾0
𝐿 candidate signal region in a 𝐵 →

[
𝐷 → 𝜋𝐾

0
𝐿

]
𝑙𝜈

analysis. A massive background sculpting makes it impossible to define a 𝐾0
𝐿 signal region with our

constraints used. Thus, we are not able to test our FastBDT-training done in Section 2.3.
Nevertheless, we want to give analysts a first way to identify 𝐾0

𝐿 clusters in the KLM. We mentioned at
the end of Section 2.3 that it is possible to train a FastBDT on MC and data simultaneously to identify
low momentum 𝐾

0
𝐿’s. However, due to poor MC modeling of the KLM shape variables a decrease

in efficiency for data is expected. Still, this could give analysts a first conditionally useful module
for the identification of 𝐾0

𝐿-mesons in the KLM. Thus, we aim to use the particle gun and generated
specified 𝐾0

𝐿 particles in MC to train signal events from it against background data from our 𝜙-study.
The procedure will be discussed in detail in Chapter 4.
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CHAPTER 4

𝑲0
𝑳 identification using the particle gun

We use the particle gun to generate and propagate specified particles through the simulated Belle II
detector. Here we will generate 𝐾0

𝐿’s with self chosen momentum and direction in the detector and
simulate the detector output. We use this to obtain a pure sample of good 𝐾0

𝐿 cluster candidates. We
then use this sample to train our FastBDT against bad cluster candidates as defined in Chapter 2. This
chapter describes how we determine the momentum, 𝜃 and 𝜙 distribution for our simulated 𝐾0

𝐿 sample
and how we train a FastBDT against data background events.

4.1 Creating 𝑲0
𝑳 events with the particle gun

With the particle gun we are able to simulate the momentum, 𝜃 and 𝜙 distribution by hand. In order
to precisely simulate the 𝐾0

𝐿 distributions we model those distributions based on run dependent MC
𝐾

0
𝐿 clusters. Therefore, we take a look on generator information of a small sample of mixed run

dependent MC14. We select only true 𝐾0
𝐿 candidates using the PDG code of the generated particle. For

those events, we illustrate the momentum 𝑝, 𝜃 and 𝜙 in histograms. Thus, we determine the bin centers
and heights of each histogram and give these as a sequence of points to the particle gun. With these pdfs
we generate 50000 events and compare the distributions of mixed MC and particle gun. Since, we model
each pdf separately for 𝑝, 𝜃 and 𝜙, assuming they are one dimensional and there are no correlations
between the distributions, a small deviation in the shape is expected. The distributions are shown in
Fig. 4.1. As expected we observe small deviations in the shape. This shows that there are correlations
between the three variables. Still the agreement is sufficient enough to us the particle gun simulated
𝐾

0
𝐿 candidates for our FastBDT training.

We use the generated 𝐾0
𝐿 four vector and the KLM cluster position of the particle gun to determine the

cosine of the opening angle and thus define good and bad 𝐾0
𝐿 cluster candidates, as previously done

in experimental data (c.f. Section 2.2.3). These signal events are combined with experimental data
background of our 𝜙 study.
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Figure 4.1: Distributions of 𝜃 (a), 𝜙 (b) and momentum (c) for the generated particle using the particle gun (green).
We compare the distributions to mixed MC14 data (red) for (a) 𝜃, (b) 𝜙 and (c) momentum. We observe a similar
shape of the distributions.

4.2 Background selection in data

For the background in experimental data we use only events with an opening angle of 𝛼 < 0.5 rad
between the predicted and KLM cluster vector. We want to focus on distinguishing beam background
clusters, coming from fast neutrons, and real 𝐾0

𝐿 clusters in the KLM. To select those events we have to
take a closer look at the KLM Timing variable. The distribution for it is shown in Fig. 4.2. We expect
one peak around zero as this is where we expect physics events.
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Figure 4.2: Distribution of the KLM timing for real data of 𝑒+𝑒− → 𝛾𝐼𝑆𝑅

[
𝜙 → 𝐾

0
𝑆𝐾

0
𝐿

]
decays. Three peaks of

signal and background candidates are observed, suggesting that the KLM has no time calibration, yet.

We observe three peaks. One as expected around zero, the other two shifted to negative times of
≈ −730 ns and ≈ −4 740 ns. This indicates that there are events occurring before the collision. This
comes due to the fact that the KLM time is not calibrated. However, this makes the variable difficult to
use. We investigate these events closer by plotting the 𝑧 and 𝜙 variable of the KLM cluster (c.f. Fig. 4.3).
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Figure 4.3: Distribution of the KLM 𝑧 position (left) and 𝜙 angle (right) for all peaks in KLM timing for real data
of 𝑒+𝑒− → 𝛾𝐼𝑆𝑅

[
𝜙 → 𝐾

0
𝑆𝐾

0
𝐿

]
decays. We observe in 𝑧 that the especially the endcap and barrel have different

timing calibration errors. In 𝜙 no pattern is visible.

We observe in 𝑧 that events in the barrel occur mainly between −750 < 𝑡 < −620 ns, while endcap events
are shifted to −4789 < 𝑡 < −4716 ns. In 𝜙 we do not observe a clear pattern. A calibration of the KLM
timing would exceed the scope of the thesis. Nevertheless, since we expect that these two additional
peaks and the zero peak are physics events we select only those regions for our background and combine
them with our signal from the particle gun.
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4.3 Pre-selections on combined particle gun signal and data background
events

Before we train the FastBDT on particle gun signal and data background events we take a look at the
KLM shape variables. Here we reject each discrete variable. Furthermore, variables we expect to have a
high correlation with other variables are rejected as well. We plot the distribution for the remaining
variables, in Fig. A.12.
We define some additional selections to reduce the background as much as possible. The first selection
we apply is on the cluster 𝑧 position. The distribution is once more shown in Fig. 4.4.
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Figure 4.4: Distribution of the KLM cluster 𝑧 position for particle gun signal (green) and data background (red).
A majority of background events peaks in the forward endcap. We apply a cut by eye and select events with
𝑧 < 360 cm.

We observe a high background peak above 360 cm. In contrast, we do not observe a significant amount
of signal in the same region. This is a strong indicator that those background clusters originate from
beam induced fast neutrons coming from the beam pipe and hitting the outer part of the forward endcap
KLM. Thus, we select only event below 360 cm. Further, we take a closer look at the distribution of the
number of the inner most layers that registered the first hit in Fig. 4.5.
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Figure 4.5: Distribution of the first layer that detected a hit in the KLM for particle gun signal (green) and data
background (red). Signal events seem to produce hits already in the first two layers, while background events are
more uniformly distributed. Thus we apply a selection at Inner most layer < 5, by eye.

The probability of the detection of the first hit of a signal 𝐾0
𝐿 drops with respect to the number of

layers in the KLM. Most of the signal events are first detected in the first two layers. This shows that
the 𝐾0

𝐿 candidates do not have enough energy to penetrate the detector material and therefore interact
strongly with the first iron plates of the detector. Meanwhile, most of the background events are as well
detected in the first four layers. However, a drop as in signal for the back layers is not observed. Instead,
the amount of background events stays constant at ≈ 600 events per layer, with a small peak in the last
layer. This small peak is likely to be produced by beam induced fast neutrons again coming from the
beam pipe, which we did not reject with our selection on the 𝑧 position of the cluster. Thus, we reduce
the background by accepting only events where the assumed 𝐾0

𝐿 has its first hit within the first four layers.
This selection is chosen by eye.
We now apply these selections and we take another look at the numbers of matched clusters and tracks.
Since, 𝐾0

𝐿’s produce neutral clusters we expect that the signal peaks at zero1. The distribution in Fig. 4.6
validates our expectation.

1 With respect to the track cluster matching algorithm described in Section 2.2.3 which is again not very reliable as a track is
matched to a cluster, if one is found with in a 150 cm radius around the KLM cluster.
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Figure 4.6: Distribution of the KLM clusters that are matched to a track for particle gun signal (green) and data
background (red). Since the 𝐾0

𝐿is a neutral particle we expect and see that signal events peak at zero. We select
candidate below one for the number of matched tracks to a cluster.

Thus, we select only events with no Cluster-Track match for the FastBDT training and testing sample.
If we once more examine at Fig. A.12 one could suggest to cut on the 𝐾0

𝐿-ID of the KLM as well, since
it shows high separation power. However, we would have to cut very tight to zero and thus loose a great
amount of background events. This would then result in even worse training due to the fact that we would
train on approximately 6000 signal and only 500 background events. Thus we do not do a selection on
the 𝐾0

𝐿-ID variable before the training.

4.4 FastBDT training on paritcle gun and data events

For the final FastBDT training we split our sample in a training and testing sample. We use 80% of our
events for the training and the remaining 20% for the testing sample. As our final training variables we
use:

• Inner most Layer - see Table 2.3.

• Cluster energy - gives the energy of a detected cluster in the KLM.

• Phi - gives the azimuthal angle of the cluster with regard to the interaction point.

• Cluster Z position - gives the 𝑧 position of the detected KLM cluster.

• 𝐾0
𝐿-ID - see Table 2.3.

We exclude the variable Layers, because it shows high correlations with the cluster energy. Thus, we can
enhance the performance of the FastBDT in the end. We show the result of the FastBDT training in
Fig. 4.7, in form of the BDT output classifier.
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Figure 4.7: Distribution of the classifier output for the FastBDT training on particle gun signal and data background.
A clear separation between signal form a particle gun and background events form real data is observed.

The FastBDT is showing the ability to separate signal form background, for particle gun signal and data
background events. We do not observe signs of overtraining.
Still, we need to evaluate the efficiency of the BDT training on a sample of particle gun signal and data
background events (we will call this "combined sample" for simplicity in the following), as well as on
experimental data only of our 𝜙 study. Therefore, we derive the efficiency and fake-rate as shown at
the end of Section 2.2.3. We plot the efficiency against the fake-rate for both the combined and only
experimental data sample. The plots are shown in Fig. 4.8, left for the combined and right for the 𝜙 data
sample.
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Figure 4.8: Efficiency and fake-rate for scanning through the output classifier of the combined FastBDT training.
Applied to a combined sample of events (left) and to 𝜙 data only (right). The error for the combined sample is
for all points of the order of 1 − 2%. Thus, for clarity we do not plot the errorbars. In the 𝜙 data plot we use a
logarithmic FastBDT classifier ourput.

If we apply our training on a combined sample we observe a starting efficiency of 𝜖comb = (83.1 ± 1.4)%
with a fake-rate of 𝑓comb = 0.367 ± 0.008, in the left plot of Fig. 4.8. Further, we observe a decrease in
the fake-rate to 𝑓comb = 0.010 ± 0.001 with an efficiency of 𝜖comb = (82.8 ± 1.4)%, which we define
as the optimal working point. After that a fast decrease in the efficiency is visible. However, we have

51



Chapter 4 𝐾
0
𝐿 identification using the particle gun

to keep in mind that we still achieve an identification efficiency, for 𝐾0
𝐿’s in a combined sample, of

𝜖comb = (81.6 ± 1.3)%, while the fake-rate reduces to approximately zero. This is to be expected,
since we apply here our combined training to a combined independent sample of MC signal and data
background events. Thus, we already know if there is a true 𝐾0

𝐿 cluster or not.
Otherwise, if we apply our FastBDT output to 𝜙 data only (c.f. Fig. 4.8 right) we observe a starting
identification efficiency of 𝜖Data = (51.2 ± 1.9)% and a fake-rate of 𝑓Data = 1.255 ± 0.036 average fake
clusters per event. Regarding the efficiency, this seems to match previous studies of 𝐾0

𝐿 identification in
Belle, see [Tch+02]. We normalize the efficiency by the initial efficiency to

𝜖
Norm
Data =

𝜖
𝑖
Data

𝜖
0
Data

. (4.1)

The uncertainty is calculated using the Bayesian approach [Cas12]. We plot the normalized efficiency
against the fake-rate in the histogram in Fig. 4.9.
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Figure 4.9: Efficiency and fake-rate for scanning through the output classifier of the combined FastBDT training.
The efficiency is normalized by the initial value. We observe that a combined training applied to real data reduces
the fake rate of 𝐾0

𝐿 clusters in the KLM, but suffers in efficiency. The FastBDT classifier output is given in a
logarithmic scale.

By scanning through the FastBDT output classifier we observe a rapid decrease in efficiency and fake-rate
at the same time. This validates our concerns from the end of Section 2.3, where we discussed the
potential influence of the not well modeled MC KLM shape variables in comparison to experimental data.
Due to not sufficient modeling of KLM variables between MC and experimental data, an identification
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of true and fake 𝐾0
𝐿 clusters in the KLM by a FastBDT suffers from low efficiency when applied

to experimental data. On the other hand, we applied the FastBDT to our 𝜙 data sample. Those
events have only high momentum 𝐾

0
𝐿’s. The FastBDT however is modeled with low momentum

𝐾
0
𝐿 candidates from 𝐵 → 𝐷𝑙𝜈 decays. Thus, a decrease in efficiency has to be expected. Still we observe

a reduction of average fake clusters per event to 𝑓Data = 0.239 ± 0.012 with an identification efficiency
of 𝜖Data ≈ (35.0 ± 1.5)% ∼ 𝜖

Norm
Data ≈ (68.4 ± 9.8)%. Thus, we showed that the developed algorithm

reduces the fake-rate significantly, while reducing the efficiency by approximately half with regard to the
estimated KLM identification efficiency of ∼ 50% [Tch+02].
In order to get a more precise picture on the performance of our combined FastBDT training we apply
the training to a experimental data KLM only sample. In this data sample we only look at KLM clusters
that have no track matches. In Fig. 4.10 the FastBDT output classifier is shown.
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Figure 4.10: Distribution of the FastBDT output classifier of a combined training applied to KLM data only. We
define three regions of bad (< 0.2), good (> 0.8) and unknown 𝐾0

𝐿 candidates in between. We observe a good
separation between possible bad and good 𝐾0

𝐿 candidates.

We observe a high peak at zero and a small peak at one. This shows that the FastBDT is able to distinguish
between good and bad 𝐾0

𝐿 cluster candidates. We define three regions of bad (< 0.2), good (> 0.8) and
unknown 𝐾0

𝐿 candidates in between. We calculate an estimate of the fake-rate to

𝑓KLM =
𝑁exp − 𝑁removed

𝑁events
. (4.2)

Here 𝑁removed is the number of removed bad 𝐾0
𝐿 candidates and 𝑁events is the number of totally observed

KLM data events. 𝑁exp is the number of expected fake clusters in our KLM only data sample. We
approximate the number of expected fake clusters by multiplying the number of totally observed KLM
data events 𝑁events with the initial fake-rate of our 𝜙-study 𝑓𝜙. Thus, we get

𝑁exp = 𝑓𝜙 · 𝑁events. (4.3)
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Since we approximate the number of expected fake clusters in our KLM only data sample we do not
defined an uncertainty. We apply a selection to the FastBDT output classifier and remove all candidates
below 0.2. Thus, we calculate the approximate fake-rate of the number of average fake clusters after this
cut to 𝑓KLM = 0.25. This shows that our combined training reduces the fake-rate assuming an initial
fake-rate of the 𝜙-study.
We can visualize the performance of our FastBDT training by looking at the current 𝐾0

𝐿 classifier
classifier, the 𝐾0

𝐿-ID (𝐾0
𝐿 identification). The distribution is shown in Fig. 4.11.
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Figure 4.11: Distribution of the current 𝐾0
𝐿 identification classifier, the KLM 𝐾

0
𝐿-ID. The distribution is separated

in our FastBDT output classifier. Without our FastBDT separation we are not able to make assumptions of good
and bad 𝐾0

𝐿 candidates.

We observe a broad distribution showing no separation power. However, using our classification in
Fig. 4.10 we observe that we are able to distinguish good and bad 𝐾0

𝐿 cluster candidates.
Thus, we conclude that our new developed method of a combined MC-data training identifies 𝐾0

𝐿 cluster
candidates while reducing the fake-rate. Still, a study of our 𝐾0

𝐿 identification is needed to study its
efficiency and fake-rate more precisely.
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Summary

To summarize, a new approach to identify 𝐾0
𝐿 clusters in the KLM is presented. We used a data-driven

FastBDT training to identify 𝐾0
𝐿 clusters the 𝑒+𝑒− → 𝛾ISR

[
𝜙 → 𝐾

0
𝑆𝐾

0
𝐿

]
decay. Since we know that the

𝐾
0
𝑆 decays to two charged pions and the photon has to have an energy of ∼ 5.24083 GeV due to the

collision kinematics, we could predict the momentum and energy of the 𝐾0
𝐿 without reconstructing it.

For a FastBDT training a sample of 𝐾0
𝐿 candidates with high purity has to be selected. Thus, by enhancing

the purity of the 𝐾0
𝑆-𝛾ISR sample increases the purity of the 𝐾0

𝐿 sample for this process as well. Therefore,
we applied selections to the significance of distance (𝜎𝑑) of the 𝐾0

𝑆 vertex decay and the photon energy.
We used signal MC to test our mathematical approaches. In data we used the minimization algorithm
Section 2.1.1 to define the best selection. This is done by defining a signal region for good 𝐾0

𝑆 candidates
by fitting a Gaussian plus a polynomial of first order (see Eq. (2.1)) to our reconstructed mass of the two
pions. Then we calculate the selection efficiency and purity by Eqs. (2.2) and (2.3) and minimizing the
distance to the optimal point of (1, 1). Thus, we achieve a purity of ∼ 90.20% and an selection efficiency
of ∼ 89.96%.
With this sample of high purity 𝐾0

𝑆-𝛾ISR candidates we then predict the four-momentum vector of our
𝐾

0
𝐿 candidates by using the four-momenta of the beam, the photon and the 𝐾0

𝑆 . Due to an energy leakage
of the ECL crystals for high energy photons a constraint to the photon energy is applied, by using the
analytical value for the process. Without this process no evidence for good 𝐾0

𝐿 candidates is found in our
sample based on the missing mass, as shown in Fig. 2.8. Hence, with the energy constrain we observe a
peak at the nominal 𝐾0

𝐿 mass. A study of generator MC events showed that a small error in the photon
energy results in a large error in the missing mass. Still, with the constraint we define a signal region for
good 𝐾0

𝐿 candidates by eye at 𝑚miss > 0.435 GeV.
We use this sample of good 𝐾0

𝐿 candidates to define good 𝐾0
𝐿 cluster candidates in the KLM. Therefore,

we calculate the opening angle between the missing momentum and KLM cluster position vector. Good
cluster candidates should show only a small opening angle or in a cos(𝛼) distribution values close to
one. In signal MC a broad distribution is observed, although truth matching is applied. In event displays
large opening angles between truth 𝐾0

𝐿 vector and truth matched cluster are observed. In some of those
cases secondary particles originating form the decay of the 𝐾0

𝐿 caused these clusters. However, often no
generated particle is found close to the cluster. Thus, we assume that we either observe hadronic splitoffs
or that the KLM cluster truth-matching is not working. Further, we observed that neutral 𝐾0

𝐿 clusters are
matched to tracks. Is this the case the definition of neutral cluster is not applicable anymore. The track
matching failing could be traced back to the fact that a track is matched to a cluster if its extrapolation,
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inside the KLM, is found within 150 cm of the cluster. Due to the detector measurements this selection
seems to be not sufficient. Anyway, solving those problems of truth and track matching exceeds the
scope of this analysis, but have to be considered.
In data we observe for cos(𝛼) a peak at one with a long tail towards higher opening angles (lower cos(𝛼)
values). Thus we define good 𝐾0

𝐿 cluster candidates in the KLM to have an opening angle between
missing momentum and KLM position vector of less than 0.5 rad. With this definition we then train
the FastBDT on the KLM shape variables shown in Table 2.3. The training showed a strong separation
power. Applied to data we scan through the FastBDT classifier output and calculate the identification
efficiency and fake-rate defined in Eqs. (2.17) and (2.20). Thus, we observe a strong decrease in the
fake-rate with a good efficiency (see Fig. 2.21). We report a reduction in the fake-rate from initial
𝑓 = 1.0353 ± 0.0087 average fake clusters per event to 𝑓 = 0.0985 ± 0.0020 fake clusters per event
with an identification efficiency of 𝜖 = 0.6998 ± 0.0065. Comparing this to the overall efficiency of
∼ 50% [Tch+02] an increase in efficiency is seen. If we compare it to the identification efficiency of
different 𝐾0

𝐿 momenta, as in [Aus+15], a good agreement is found with high momentum 𝐾
0
𝐿’s between

2 − 3 GeV. However, we identify 𝐾0
𝐿 candidates with a high efficiency. We are not able to identify low

momentum 𝐾
0
𝐿’s. Studies of different decay modes for example 𝑒+𝑒− → 𝛾ISR

[
𝐽/𝜓 → 𝜋

+
𝜋
−
𝐾

0
𝑆𝐾

0
𝐿

]
showed no evidence of good 𝐾0

𝐿 candidates due to an overwhelming background.
We still have found a highly efficient way to identify 𝐾0

𝐿 clusters in the KLM reducing the fake-rate
significantly. We test our identification in a 𝐵 → 𝐷𝑙𝜈 analysis of hadronic tagged run dependent MC14.
Here, due to their nearly identical branching ratios we use the decay modes 𝐷 → 𝜋𝐾

0
𝑆 and 𝐷 → 𝜋𝐾

0
𝐿 .

The 𝐷 → 𝜋𝐾
0
𝑆 is used as a normalization mode to define the 𝐾0

𝐿identification efficiency. Thus, we start
by selecting a high purity sample of 𝐾0

𝑆 and 𝐷 candidates. Afterwards, we determine the missing mass
squared of the event and observe a peak at zero. We count and normalize the number of signal events to
𝑁
𝑁𝑜𝑟𝑚
𝐾𝑆

= 50 ± 10. Compared to theory predictions we observe a discrepancy of ≈ 67.5%, which is
expected since the tagging efficiency is not well known.
Knowing we have found good 𝐷 → 𝜋𝐾

0
𝑆 events, we investigate the 𝐷 → 𝜋𝐾

0
𝐿 channel. Since we have

two missing particles, the neutrino and 𝐾0
𝐿 respectively, we determine the missing mass squared of each

event. We expect to observe a peak at the nominal 𝐾0
𝐿 mass squared. However, no peak in our signal

decay is observed due to the expected dominance of background. Thus, we predict the 𝐾0
𝐿 momentum

and energy by applying the constraint that the missing 𝐾0
𝐿and pion are daughters of the 𝐷-meson. Further,

the momentum components are calculated by the azimuthal and zenith angle. Hence, we observe a peak
at zero (see Fig. 3.10), which suggests that the 𝐾0

𝐿 four momentum is reconstructed correctly. However,
all background components are peaking at zero as well. We observe a background sculpting at zero due
to the applied constraints. Thus, we are not able to define a signal region for good 𝐾0

𝐿 mesons and do not
report of any good 𝐾0

𝐿 cluster candidates.
Up to this point we are able to identify high momentum 𝐾

0
𝐿 clusters of ∼ 2 − 3 GeV, by the FastBDT

trained on the 𝜙-data. Still, in missing energy analysis low momentum 𝐾
0
𝐿’s are an important background

source. Thus, we want to train a FastBDT using particle gun signal and 𝜙-data background events.
Therefore, we generate 𝐾0

𝐿 particles with the momentum, 𝜃 and 𝜙 distributions seen in run dependent
mixed MC14 for truth matched 𝐾0

𝐿’s. Thus, we get signal 𝐾0
𝐿 events of low and high momentum,

respectively (see Fig. 4.1). For the background data we use the KLM timing to select physic events. Since
the KLM has no time calibration the variable has to be treated with care. Still, we combine the signal
particle gun and background data events and apply further selections to neglect obvious background
events. Finally, we train a FastBDT on our combined sample and apply it to a combined and 𝜙 data
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sample afterwards. We calculate the identification efficiency and fake-rate for our combined and data
only sample, respectively. Applied to a combined sample we observe a high efficient identification of
𝜖comb = (83.1 ± 1.4)%, while reducing the fake-rate to 𝑓comb = 0.367 ± 0.008 average fake clusters per
event (see Fig. 4.8 left).
More important however is the performance applied to experimental 𝜙-data only. Due to modelling
discrepancies between data and MC for the KLM shape variables a reduced efficiency is expected.
Further, it must be taken into account that we apply our trained FasdBDT to 𝜙-data. Thus, a reduce in the
efficiency is expected as well, due to the momentum limits in the 𝜙 mode. We observe an identification
efficiency of 𝜖Data = (51.2 ± 1.9)% with a fake-rate of 𝑓Data = 1.255 ± 0.036 average fake cluster per
event. The efficiency agrees well with the overall KLM identification efficiency of ∼ 50% [Tch+02] for
𝐾

0
𝐿 clusters. Applying selections to the FastBDT classifier output we see a decrease in efficiency and

fake-rate. We are able to reduce the fake-rate to 𝑓Data = 0.239 ± 0.012, while reducing the efficiency to
𝜖Data = (35.0 ± 1.5)%. Thus, the identification efficiency is still (68.4 ± 9.8)% of the initial efficiency.
Since we identify here high momentum 𝐾

0
𝐿 clusters by training on low momentum 𝐾

0
𝐿 clusters we test

our identification on a KLM data only sample with low momentum 𝐾
0
𝐿’s. We observe a good separation

power in comparison to the current 𝐾0
𝐿 identification by the KLM 𝐾

0
𝐿-ID variable (see Fig. 4.11). Further,

we calculated an approximated fake-rate of 𝑓KLM = 0.25 average fake clusters per event after rejecting
candidates with a FastBDT output classifier of less than 0.2.
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Conclusion and Outlook

In conclusion we, report of a new approach to identify 𝐾0
𝐿 clusters in the KLM by training a FastBDT on

particle gun signal and data background events. We showed that the training applied to a experimental
𝜙-data sample reduces the average number of fake 𝐾0

𝐿 clusters per event to 𝑓Data = 0.239 ± 0.012 with
an identification efficiency of 𝜖Norm

Data = (68.4 ± 9.8)% of the initial efficiency. Further, the combined
FastBDT training showed a higher separation power than the current classifier, if applied to a KLM data
sample only. We report of an approximated reduction of the fake-rate to 0.25 average fake clusters per
event.

One could enhance the identification efficiency, by a better modelling of the KLM shape variables
between data and MC. Further, a calibration of the KLM timing is essential to enhance the sensitivity of
the FastBDT training. In addition, a test of the combined training in a missing energy analysis would be
important to validate the usability of such a training in order to identify true 𝐾0

𝐿 clusters in the KLM
more precisely.
Further, the KLM cluster-truth and -track matching needs to be examined in more detail.
Finally, a study of our combined training in an analysis where we find 𝐾0

𝐿 candidates of low and
high momentum together is needed to evaluate the efficiency and fake-rate reduction more precisely.
Especially suitable for this study could be 𝐽/𝜓 decays to 𝐾0

𝐿 final states.
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APPENDIX A

Appendix

A.1 Analysing 𝜸ISR
[

𝑱/𝝍 → 𝝅+𝝅−𝑲0
𝑺𝑲

0
𝑳

]

We discussed in Section 1.4.2 that in order to produce a 𝐽/𝜓, using a center of mass energy of√
𝑠 = 10.58 GeV, we need a ISR photon of around 𝐸 𝐽/𝜓𝛾 = 4.83674 GeV and to distinguish the two pions

from the 𝐽/𝜓 and 𝐾0
𝑆 decay we introduce a best 𝐾0

𝑆 selection. Thus, we are now able to follow the same
analysis steps as discussed above.
First, we want to see if we can reconstruct 𝐾0

𝑆-mesons from two of the four pions. The two pion mass
distribution is shown in Fig. A.1.
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Figure A.1: Distribution of the reconstructed mass of two of the four charged pions for signal MC (left) and data
(right) after best 𝐾0

𝑆 selection. In both a peak at the nominal mass of the 𝐾0
𝑆 is observed. We define the signal

region based on Fig. A.2.

We observe a peak at the theoretical mass of the 𝐾0
𝑆 . In signal MC (c.f. Fig. A.1 left) we define the

signal region, for potential good 𝐾0
𝑆 candidates as 0.492 < 𝑚𝜋𝜋 < 0.503 GeV. This definition is based

on a Gaussian fit for the signal and a constant function for the background shown in Eq. (A.1). The
parameters are floating.

ℎ(𝑥) = 𝐴
√

2𝜋𝜎
∗ exp−

(
(𝑥 − 𝜇)
𝜎

)2
+ 𝑎 (A.1)
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The fit result is shown in Fig. A.2. To get the signal region boundaries we take the mean value of the fit
and add/subtract three times the width of the Gaussian fit.
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Figure A.2: Distribution of the reconstructed two pion mass with global Gaussian plus constant fit as signal and
background (red), respectively. We plot the signal Gaussian and the background constant separately in green and
blue, respectively. The signal region is defined as 𝜇 ± 3 · 𝜎 of the signal Gaussian.

Having defined our signal region we now want to select 𝐾0
𝑆 candidates with a high purity and efficiency.

Therefore, we define selections to the significance of distance of the 𝐾0
𝑆 vertex 𝜎𝑑 (Fig. A.3) and the ISR

photon energy 𝐸𝛾 (Fig. A.4) as previously done in the 𝜙-study. For data we determine these selection
values again by the minimization algorithm explained in Section 2.1.1.
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Figure A.3: Distribution of the significance of distance of the 𝐾0
𝑆 vertex decay for signal MC (left) and data (right).

We use the minimization algorithm to define a high purity cut in data at 𝜎𝑑 > 68. In signal MC we define a
selection by eye: 𝜎𝑑 > 20.
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Figure A.4: Distribution of the ISR photon energy for signal MC (left) and data (right). The green line shows
analytical number to create a 𝐽/𝜓 in the decay process 𝑒+𝑒− → 𝛾ISR𝐽/𝜓. In signal MC we define a selection by
eye at 𝐸𝛾 > 4 GeV. In data we use the minimization algorithm and define a selection at 𝐸𝛾 > 3.03 GeV.

Investigating signal MC and data for the ISR photon energy we observe a peak of the distribution at the
calculated energy needed. Furthermore, in signal MC a long tail towards lower energies is visible as well
as in Fig. 2.4 of the 𝜙-study. This again comes from the possible energy leakage of high energy photons
in the ECL. We apply a cut based on the minimization algorithm in data at 𝐸𝛾 > 3.03 GeV. In data we
observe a small peak at the analytical photon energy. As in signal MC a tail to lower energies is visible.
In contrast to signal MC we expect a large amount of background for this process. Still, we introduce
a constraint, using the analytically calculated energy for all following calculations and correcting the
momentum components as well, as shown in Section 2.1.3. Since in data we use the minimization
algorithm to achieve the best selection values for 𝜎𝑑 and 𝐸𝛾 we can determine the selection purity and
efficiency by Eq. (2.3) and Eq. (2.2), respectively. We observe the same behaviour for the ISR energy
selection as in Section 2.1.3. This is shown in Fig. A.5.
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Figure A.5: Selection efficiency 𝜖 and purity 𝑃 of 𝐾0
𝑆 candidates, in in the decay process 𝑒+𝑒− → 𝛾ISR
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]
, without (𝑛ROE) and after significance of distance (𝜎𝑑) and photon energy selection (𝐸𝛾). The error

bars are to small to display. The 𝐸𝛾 selection shows only a small impact on the purity as discussed in Section 2.1.3.

With the selections chosen by the minimization algorithm we achieve a selection purity of 𝑃 = 86.78%
and an efficiency of 𝜖 = 73.15%. The 𝐸𝛾 selection is not very efficient as we loose 1% in efficiency
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and only gain 0.01% in purity. Nevertheless, to follow the steps of the 𝜙-study we decided to keep the
selection.
With this we can calculat the missing four momentum vector and thus the missing mass and momentum
by using Eq. (2.6). We first take a look at the missing momentum distribution, since we investigate this
decay channel for the purpose of finding low momentum 𝐾

0
𝐿’s. The momentum distribution for signal

MC and data is shown in Fig. A.6.
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Figure A.6: Distribution of the missing momentum for signal MC (left) and data (right). The momentum is shown
in the CMS frame after all our introduced selections. We observe a significant amount low momentum candidates
in our selected sample.

We observe a significant number of low momentum 𝐾
0
𝐿’s in our sample of 𝑒+𝑒− → 𝛾ISR

[
𝐽/𝜓 →

𝜋
+
𝜋
−
𝐾

0
𝑆𝐾

0
𝐿

]
events. Next we have to investigate the missing mass spectrum, if we can find candidates

with a mass of a 𝐾0
𝐿 . The histogram is shown in Fig. A.7.
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Figure A.7: Distribution of the missing mass for signal MC (left) and data (right). In signal MC we observe a
peak at the nominal 𝐾0

𝐿 mass using the photon energy constraint (green). Without the constraint (red) we have no
evidence for possible 𝐾0

𝐿 candidates. We select a signal region of potential 𝐾0
𝐿 candidates by eye (dashed line)

between 0.4 GeV < 𝑚miss < 0.6 GeV. In data we do not observe a peak at the nominal 𝐾0
𝐿 mass. We apply the

same signal region selection as in MC.

We observe again a nice peak at the 𝐾0
𝐿 mass in signal MC, if we are using the photon energy constraint.
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Thus, we can define a signal region for 𝐾0
𝐿 candidates of 0.4 GeV < 𝑚miss < 0.6 GeV, by eye. Meanwhile,

in data we do not observe a peak at the 𝐾0
𝐿 mass. Most likely, we have a lot of background in our sample,

which overlays our signal candidates that we could not suppress with our defined selections. Still, we
define the same signal region as in signal MC, by eye. Nevertheless, we are not able to report of good
𝐾

0
𝐿 candidates in the data sample, which makes a BDT-training impossible.

Finally, we have to report that the 𝑒+𝑒− → 𝛾ISR
[
𝐽/𝜓 → 𝜋

+
𝜋
−
𝐾

0
𝑆𝐾

0
𝐿

]
channel is a promising decay

mode for the 𝐾0
𝐿 identification, as we could show in signal MC. However, since we want to do a data

driven BDT-study and the background is dominating any signal, we are not able to use it to identify low
momentum 𝐾

0
𝐿’s. A more detailed study of the background in this channel would be necessary, which

however exceeds the scope of this thesis.
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A.2 KLM shape variable comparison signal MC and data
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Figure A.8: Comparison of KLM shape variables for signal MC and data in order to validate the assumption that
we can do a combined training to predict low momentum 𝐾

0
𝐿’s.
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A.3 Selection Efficiency and Purity 𝑱/𝝍-Study
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Figure A.9: Distribution of the reconstructed two pion mass with global Gaussian plus constant fit as signal
and background (red) for 𝜎𝑑 (left) and 𝐸𝛾 (right) selection., respectively. We plot the signal Gaussian and the
background constant separately in green and blue, respectively. The signal region is defined as 𝜇 ± 3 · 𝜎 of the
signal Gaussian.
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Figure A.10: Significance of distance of the 𝐾0
𝑆 decay vertex to the interaction point for tagged run dependent

mixed MC14 of
∫
L = 213.3848 fb−1.
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Figure A.11: Distribution of the reconstructed mass of the 𝐾0
𝑆 and pion for hadronic tagged run dependent mixed

MC14 of 𝐿int = 213.3848 fb−1 with 𝐾0
𝑆 selections. A peak at the nominal 𝐷 mass is observed. We perform a

global fit (red) using Eq. (3.4) to define the 𝐷-region. The fit result is shown at the top right. We define the
𝐷-region by the mean plus/minus three time the width of the Gaussian function.
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A.5 BDT Training with ParticleGun signal and data background events
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Figure A.12: Distribution for all KLM variables used for the FastBDT training.
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