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Abstract

This thesis documents a search for the rare decay of a B meson into a K meson and a pair

of neutrinos at the Belle II experiment, which is located along the SuperKEKB energy-

asymmetric electron-positron collider. This decay has never been observed, its branching

fraction is predicted with accuracy in the standard model of particle physics, and is a

good probe of physics beyond the standard model. A novel method to search for this

decay, the inclusive tagging, is developed on a data sample corresponding to an integrated

luminosity of 189 fb−1 collected at the Υ (4S) resonance, and a complementary sample of

18 fb−1 collected 60 MeV below the resonance. For this integrated luminosity, the expected

upper limits on the branching fraction of B+ → K+νν̄ and B0 → K0
Sνν̄ are determined

from simulation to be 1.0× 10−5 and 1.8× 10−5 at the 90% confidence level, respectively.

When the method is applied to data samples of 63 fb−1 collected at the Υ (4S) resonance

and 9 fb−1 collected 60 MeV below the resonance, no significant signal is observed, and an

upper limit on the branching fraction of B+ → K+νν̄ is determined to be 4.1 × 10−5 at

the 90% confidence level.



Zusammenfassung

Diese Arbeit dokumentiert die Suche nach dem seltenen Zerfall eines B-Mesons in ein

K-Meson und ein Paar Neutrinos mit dem Belle II-Experiment, am Elektron-Positron-

Beschleuniger SuperKEKB. Dieser Zerfall eines B-Mesons wurde bis dato noch nie direkt

beobachtet, sein Verzweigungsverhältnis ist im Standardmodell der Teilchenphysik jedoch

genau vorhergesagt. Er stellt somit einen exzellenten Kandidaten dafür dar, mögliche

Physik jenseits des Standardmodells zu untersuchen. Eine neue Methode zur Suche nach

diesem Zerfall, das
”
Inclusive Tagging“, wird entwickelt auf einen Datensatz von 189 fb−1

integrierter Luminosität, aufgezeichnet bei einer Schwerpunktsenergie, die der Υ (4S)-

Resonanz entsoricht, ergänzt durch einen Datensatz von 18 fb−1, aufgezeichnet 60 MeV

unterhalb der Resonanz. Basierend auf der Menge dieser Daten ist eine obere Grenze auf

das Verzweigungsverhältnis von bis zu 1.0 × 10−5 für B+ → K+νν̄ und 1.8 × 10−5 für

B0 → K0
Sνν̄ zu erwarten bei einem Konfidenzniveau von 90%. Angewendet auf einem

Datensatz von 63 fb−1, genommen an der Υ (4S)-Resonanz und 9 fb−1 unterhalb der Reso-

nanz wird kein signifikantes Signal beobachtet. Damit lässt sich ein Verzweigungsverhältnis

von bis zu 4.1 × 10−5 für B+ → K+νν̄ Zerfälle ausschließen bei einem Konfidenzniveau

von 90%.
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1

Introduction

The standard model of particle physics (SM) is a theoretical framework describing the

known elementary particles and their interactions, and was mainly developed in the second

half of the last century [1, 2, 3, 4]. Since then, most of the predictions of the SM were

successfully verified by a large number of experiments around the world. One of the most

famous results is the discovery in 2012 of the Higgs boson by the ATLAS and the CMS

experiments [5, 6], nearly 50 years after the existence of this particle had been predicted

from theoretical considerations [7, 8, 9].

Despite its experimental success, the SM is not the theory of everything. In particular, the

SM does not include a theory of gravity and is currently unable to explain the origin of dark

matter, an unknown type of matter whose presence is deduced from gravitational effects

[10, 11, 12]. Moreover, several experimental results appear to contradict some predictions

of the SM, like the measured anomalous magnetic moment of the muon [13, 14], or the

evidence for lepton flavour non-universality [15, 16, 17, 18].

These experimental tensions with the SM point to the presence of new physics (NP), not

described by the SM. A large number of extensions of the SM were proposed in the last

decades, predicting the existence of new particles or new interactions, and an important

role of experimental particle physics is to exclude or at least constrain the proposed models,

by measuring observables that are sensitive to NP.

9



10 1. Introduction

The goal of this thesis is to search for the decay of a B meson into a K meson and a pair

of neutrinos, noted B → Kνν̄. This decay has never been observed, it is predicted with

accuracy in the SM, and, as will be shown, is an excellent probe of physics beyond the

SM. To achieve this goal, data collected by the Belle II detector [19] are analysed. This

detector is located along the SuperKEKB accelerator [20], an electron-positron collider

in Tsukuba, Japan, working at an energy just above the threshold to produce pairs of B

mesons.

This thesis is organised as follows:

• Chapter 2 presents the theoretical motivation to search for B → Kνν̄ decays. It

starts with an overview of elements of the SM that are important to describe these

decays, followed by an explanation of why the decays of B mesons are important

tests of the SM, a theoretical computation of the B → Kνν̄ decay probability, and

a summary of previous experimental results.

• Chapter 3 describes the experimental setup, namely the SuperKEKB accelerator,

needed to produce B mesons, and the Belle II detector, designed to observe the

decay products of B mesons.

• Chapter 4 introduces several important data analysis techniques and tools that are

used and referred to in Chapter 5 to select B → Kνν̄ decay candidates, and to

measure the decay probability.

• Chapter 5 presents every step of the method that is developed to select B → Kνν̄ de-

cay candidates, how data compares to simulation, what are the sources of systematic

uncertainties, and finally the obtained results.

If you read this document in a portable document format (pdf), note that even if not

highlighted, the references to chapters, sections, figures, tables, bibliography, pages, as

well as most acronyms (including pdf), are clickable links, following an idea proposed by

Tim Berners-Lee [21].



2

Theoretical motivation

This chapter presents the theoretical motivation to search for B → Kνν̄ decays. Sec-

tion 2.1 gives an overview of elements of the standard model (SM) that are important to

describe these decays. Section 2.2 defines what is a B factory. Section 2.3 shows how the

B → Kνν̄ decay probability is computed in the SM, explains how new physics (NP) may

affect this probability, and finally summarises previous experimental results.

2.1. The Standard Model

As stated in the introduction, the SM describes the known elementary particles and their

interactions. The three interactions of the SM are the electromagnetic interaction, the

strong interaction, and the weak interaction. These interactions are mediated by elemen-

tary bosons of spin-1. The photon (γ) is the mediator of the electromagnetic interaction,

the gluons (gi : i = 1, ..., 8) are the mediators of the strong interaction, and the weak

bosons (W+,W−, Z0) are the mediators of the weak interaction. The strong interaction is

described by a theory called quantum chromodynamics (QCD), and the electromagnetic

and the weak interactions are described by the electroweak theory (EW) [1, 2, 3]. In the

11



12 2. Theoretical motivation

Table 2.1.: SU(2)L doublets in the SM made of left-handed leptons and quarks. The prime

notation designs the weak eigenstate (see text for details).

(
νe

e−

)

L

(
νµ

µ−

)

L

(
ντ

τ−

)

L(
u

d′

)

L

(
c

s′

)

L

(
t

b′

)

L

SM, the bosons presented above emerge from the requirement for the theory to be invari-

ant under local phase transformations [22]. These local phase transformations are called

gauge transformations, and the bosons are therefore called gauge bosons.

Besides the gauge bosons, matter is built from elementary fermions of spin-1
2 , which come

in two kinds, the leptons and the quarks:

• There are three charged leptons (e−, µ−, τ−), three neutral leptons, called neutrinos

(νe, νµ, ντ ), and six corresponding antileptons: (e+, µ+, τ+) and (νe, νµ, ντ ). The

neutrinos are coupled only to the weak interaction, making them hard to detect.

The charged leptons are coupled to the weak and the electromagnetic interactions.

The leptons are organised in three generations (e− νe), (µ− νµ), (τ− ντ ) with similar

properties, but different masses.

• There are six quarks (u, d, c, s, t, b) and six corresponding anti-quarks (u, d, c, s, t, b).

They all are coupled to the weak, the strong and the electromagnetic interactions.

Quarks are not observed free, but are confined within particles called hadrons. A

meson is a hadron formed by a quark-antiquark pair, and a baryon is a hadron made

of three quarks. A specificity of the t quark is that it decays before hadronising,

because of the shortness of its lifetime. Since the quarks are coupled to the strong

interaction, they also carry a strong charge c called color c ∈ {r, g, b}. Similarly to

the leptons, the quarks are organised in three generations (ud), (cs), (tb) with similar

properties, but different masses.

The weak interaction plays a central role in this thesis and is now examined further. An

important fact is that the weak charged bosons W± couple only to fermions of left chirality.

The left-handed fermions are grouped in doublets of the weak isospin group SU(2)L. These

SU(2)L doublets are listed in Table 2.1. The lepton-flavour universality principle states

that the coupling strength to the W± bosons is identical among the lepton doublets.

In the SM with massless neutrinos, no transition is possible between two lepton generations.
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In the quark sector, transitions between the generations are possible, because the mass

eigenstates d, s, b are different from the weak eigenstates d′, s′, b′ of Table 2.1. The mass

and the weak eigenstates are related through the Cabibbo-Kobayashi-Maskawa (CKM)

matrix [23]: 

d′

s′

b′


 =



Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb






d

s

b


 , (2.1)

where Vij ∈ C. Originally, the CKM matrix was introduced to explain the violation of the

charge-parity (CP ) symmetry by the weak interaction. The CP violation is possible only

if some of the terms Vij /∈ R, or equivalently, Vij 6= V ∗ij . Kobayashi and Maskawa show in

[23] that while it is possible to have a fully real 2× 2 matrix by a suitable definition of the

quark phases, this is not possible anymore for a 3 × 3 matrix. This prediction of a third

generation of quarks came before the discovery of the b and t quarks.

In the SM, the CKM matrix, noted VCKM, is unitary, meaning that V −1
CKM = V †CKM, which

is equivalent to the unitary conditions

∑

i∈{u,d,s}
VijV

∗
ik = δjk,

∑

j∈{u,d,s}
VijV

∗
kj = δik, (2.2)

where δij is unity if i = j, zero otherwise. The cancellation of the off-diagonal terms in

the sum is at the basis of the Glashow–Iliopoulos–Maiani (GIM) mechanism [24], which

forbids flavour-changing neutral currents (FCNC) at the lowest order and also suppresses

them at higher order. The GIM mechanism is discussed more concretely in Section 2.3.2

(see also Section 20.7 in [22]).

The vanishing sums of complex numbers in Equation (2.2) can be represented as triangles

in the complex plane. Out of the six sums, the following one is conventionally chosen:

VudV
∗
ub + VcdV

∗
cb + VtdV

∗
tb = 0. (2.3)

To draw the conventional unitary triangle, Equation (2.3) is reordered and divided by

VcdV
∗
cb to give

1 +
VtdV

∗
tb

VcdV
∗
cb

+
VudV

∗
ub

VcdV
∗
cb

= 0, (2.4)

so that the unitary triangle is represented as the null sum of three complex numbers

1 + z1 + z2 (Figure 2.1). One of the main goals of flavour physics is to measure the

parameters of this triangle.
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1

2

3

Figure 2.1.: Unitary triangle in the complex plane defined as the sum of the three com-

plex numbers in Equation (2.4). The two real parameters ρ̄ and η̄ are defined as ρ̄ + iη̄ =

−VudV ∗
ub/VcdV

∗
cb. Credits to [25].

The experimental amplitudes of the CKM matrix components are approximately [25]:



|Vud| |Vus| |Vub|
|Vcd| |Vcs| |Vcb|
|Vtd| |Vts| |Vtb|


 ≈




0.974 0.226 0.004

0.226 0.973 0.041

0.009 0.040 0.999


 . (2.5)

When getting away from the diagonal, the magnitudes are getting smaller, meaning that

the transition probability between two generations of quarks, which is proportional to the

square of the magnitude, is also getting lower.

To conclude this first section, Table 2.2 lists the SM leptons, bosons, and a selection of

mesons and baryons that are referred to in this thesis.
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Table 2.2.: List of SM leptons, bosons, and of a selection of mesons and baryons. The experi-

mental values of the particle spin, parity and mass are taken from [25]. Only rounded values of

the particle masses are given, even if they are measured with greater precision.

Particle name Symbol Quark content SpinParity Mass [eV/c2]

Electron e− - 1
2 5.1× 105

Electron neutrino νe - 1
2 < 1.1

Muon µ− - 1
2 1.1× 108

Muon neutrino νµ - 1
2 < 1.9× 105

Tau τ− - 1
2 1.8× 109

Tau neutrino ντ - 1
2 < 1.8× 107

Photon γ - 1− < 10−18

Z boson Z0 - 1 9.1× 1010

W boson W+ - 1 8.0× 1010

Gluon g - 1− < 107

Higgs boson H0 - 0+ 1.3× 1011

Charged π meson (pion) π+ ud 0− 1.4× 108

Neutral pion π0 uu−dd√
2

0− 1.3× 108

Charged K meson (kaon) K+ us 0− 4.9× 108

Neutral kaon K0 ds 0− 5.0× 108

Short-lived kaon K0
S

ds−sd√
2

0− 5.0× 108

Long-lived kaon K0
L

ds+sd√
2

0− 5.0× 108

Charged D meson D+ cd 0− 1.9× 109

Neutral D meson D0 cu 0− 1.9× 109

J/Psi meson J/ψ (1S) cc 1− 3.1× 109

Charged B meson B+ ub 0− 5.3× 109

Neutral B meson B0 db 0− 5.3× 109

Upsilon meson Υ (4S) bb 1− 1.1× 1010

Proton p uud 1
2

+
0.9× 109

Neutron n udd 1
2

+
0.9× 109
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2.2. Physics of B factories

A B factory is an experimental setup designed to produce B mesons and to detect the

product of their decays. The basic principle is to collide electrons and positrons at the

energy of a bb resonance, the Υ (4S) boson, whose mass is 10.58 GeV/c2. When a Υ (4S) is

produced, it decays into a pair of B mesons with a probability higher than 96% [25] .

The first generation of B factories, Babar [26, 27] and Belle [28, 29], collected data in the

first decade of the third millennium. Babar was located along the PEP-II accelerator in

Stanford, it has collected 433 fb−1 of data at the Υ (4S)-resonance energy between 1999 and

2008, and the analysis of the data is still ongoing [30]. Belle was located along the KEKB

accelerator in Tsukuba, Japan, it has collected 711 fb−1 of data at the Υ (4S)-resonance

energy between 1999 and 2010, and the analysis of the data is also ongoing [30]. The only

representative of the second generation of B factories is the direct successor of Belle, Belle

II, which is presented in more details in Chapter 3. Belle II started to record data in 2018

and has collected so far a dataset of approximately 400 fb−1.

The decays of B mesons provide a rich set of observables that are both tests of the SM

and probes of potential physics beyond the SM. One reason for this is that the B+ and

B0 mesons are the lightest hadrons containing a b quark, implying that their decays

are necessarily based on a flavour-changing process. And the only mechanism in the

SM allowing for this kind of process is the weak interaction, known to have interesting

properties such as the violation of the P and the CP symmetries. The objectives of the

B factories include:

• The study of the violation of the CP symmetry. Belle and Babar independently

observed for the first time the presence of CP violation in a system of neutral B

mesons [31, 32].

• The determination of the CKM quark-mixing matrix parameters, in particular |Vcb|
and |Vub|, by studying B meson decays involving the transition of a b quark into a c

quark or a u quark, a charged lepton and a neutrino [33, 34, 35, 36, 37].

• The search of rare decays forbidden at the tree level in the SM such as B → K(∗)`+`−

(` = e, µ, τ) [38, 39, 40, 41] (more on that in Section 2.3.3).

• The measurement of the properties of other particles than B mesons. A B factory

is also a D factory and a τ factory (see Section 3.1). For example, the mass of the τ

lepton was measured by both Belle and Babar with a precision of the order of 0.02%

[42, 43], and the Belle II measurement of the D0 meson and D+ meson lifetimes is

the most precise to date [44].
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B factories do not hold a monopoly on the study of B mesons. Another experiment

whose attention is focused on B mesons is the LHCb experiment [45, 46], located along

the Large Hadron Collider (LHC) [47], a proton-proton collider operated by the European

organisation for nuclear research (CERN) across the Franco-Swiss border near Geneva.

The LHC is working at an energy of 13 TeV in centre-of-mass system, far higher than the

energy at B factories, and the current world record. This energy allows the experiments

working with the LHC to explore the high-energy frontier, where potential new heavy

particles are directly produced. By contrast, the B factories explore the high-precision

frontier, where heavy particles contribute virtually to the Feynman diagrams.

An important advantage of a B factory is that the initial state, i.e. the four-momentum

of the e+e− system, is fully known, allowing to efficiently reject background and also infer

information about the final-state particles that are not detected (neutrinos or particles

outside of the detector acceptance for example), thanks to the energy-momentum conser-

vation. This is more difficult at LHCb, where the B mesons are produced from interactions

of partons, whose initial energy and momentum are unknown (for example, a gluon issued

from one proton beam may interact with a quark from the other proton beam).

2.3. The B → Kνν̄ decay

This section focuses on the B → Kνν̄ decay, which is based on the weak transition of

a b quark into a s quark and a pair of neutrinos (b → sνν̄). This decay has never been

observed and is rare in the SM, because there is no possibility of flavour-changing neutral

current at the tree level. The lowest-order Feynman diagrams that contribute to the decay

amplitude are either of the loop type or the box type, and involve virtual Z0 and W±

bosons (Figure 2.2).

Section 2.3.1 presents a technique called operator product expansion, which is employed

when computing the amplitude of the weak decays of a hadron. Section 2.3.2 summarises

how the branching fraction of B → Kνν̄, noted Br(B → Kνν̄), is calculated. Section 2.3.3

explains why an experimental measurement of Br(B → Kνν̄) is a good probe of physics

beyond the SM. Section 2.3.4 gives an overview of previous experimental searches for

B → Kνν̄ decays.
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W− W+

Figure 2.2.: Lowest-order Feynman diagrams of the transition of a b quark into an s quark and

a pair of neutrinos. The diagrams are of the loop type (left), or of the box type (right).

2.3.1. Operator product expansion

In this section and the next one (Section 2.3.2), the natural system of units is used, in

which c = ~ = 1, where c is the speed of light, and ~ is the reduced Planck constant.

The operator product expansion [48, 49] is a technique that simplifies the computation of

the amplitude of the weak decays of a hadron. The core of the method is to work with

an effective Hamiltonian written as the sum of local operators Oi representing effective

point-like vertices depending on the weak decay under consideration [50, 51, 52]. Each

operator Oi is multiplied by an effective coupling constant Ci called a Wilson coefficient,

which captures the short-distance contributions from the virtual W± bosons, Z0 boson,

and t quark in particular.

More explicitly, in an operator product expansion, the effective Hamiltonian of the weak

decay of a hadron is

Heff = −4GF√
2

N∑

i=1

λCKM
i CiOi + h.c., (2.6)

where

• GF is the Fermi constant, which is a function of the universal coupling constant of

the weak interaction and the mass of W boson;

• λCKM
i are factors depending on the components of the CKM matrix;

• h.c. stands for Hermitian conjugate.

The Wilson coefficients Ci are derived from the evaluation of box and loop diagrams

in perturbation theory. By contrast, the evaluation of the matrix elements of the local

operators Oi involves long-distance contributions and requires non-pertubative techniques,

such as lattice computation and light-cone sum rules.

The presence of the Fermi constant in Equation (2.6) is not accidental. This development

is similar to the modern understanding of the Fermi description of β-decays [53, 54], in
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d u
e−
νe

W−

d u
e−
νe

Figure 2.3.: Lowest-order Feynman diagram of the β-decay of a neutron (ddu) into a proton

(udu), an electron and an anti-neutrino (left), and 4-fermion effective vertex of the same process

in the modern understanding of the Fermi description (right). The spectator quarks (du) are not

shown.

b s

ν

ν

Figure 2.4.: In the operator product expansion, the b → sνν̄ transition is described with a

single effective vertex.

which the full Feynman diagram that includes a W− boson is replaced by a four-fermion

effective vertex (Figure 2.3).

2.3.2. Branching fraction

This section explains how the SM predicts the value of the branching fraction of B → Kνν̄,

following mainly [55]. In the operator product expansion, the effective Hamiltonian for

the B → Kνν̄ decay is given as a function of a single operator OL corresponding to the

effective vertex shown in Figure 2.4. The effective Hamiltonian is

HSM
eff = −4GF√

2
Vtb V

∗
tsC

SM
L OL + h.c., (2.7)

where

• Vtb and Vts are elements of the CKM matrix defined in Section 2.1;

• CSM
L is a dimensionless Wilson coefficient defined as CSM

L = −X(xt)/ sin2(θW ), where

θW is the electroweak mixing angle [1, 2], and X(xt) is an Inami-Lim function [56]

that describes the short-distance t-quark contribution (xt is the ratio between the

t-quark mass and the W -boson mass) [57, 58, 59];

• OL is an operator defined as

OL =
e2

16π2
(s̄LγµbL) (ν̄Lγ

µνL), (2.8)
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where e is the electric charge of the positron, γµ are the Dirac matrices, and sL, bL,

νL are the left-handed spinors describing the fermion fields.

In principle, contributions from the u quark and the c quark should also appear in Equa-

tion (2.7), resulting in the following sum:

∑

q∈{u,c,t}
VqbV

∗
qsX(xq), (2.9)

where xq ≡ mq/mW . If the three quarks had an equal mass, this sum would cancel because

of the unitarity of the CKM matrix, and FCNC processes would not be possible. However,

the quarks have very different masses at this energy scale (mt > mW � mc,mu), and the

t-quark term fully dominates in the result [57]. This is an example of breakdown of the

GIM mechanism, due to the dispersion of the quark masses [51].

The total branching fraction of the B → Kνν̄ decay is derived from Fermi’s golden rule:

Br(B → Kνν̄) = NτB
∣∣〈Kνν̄|HSM

eff |B〉
∣∣2 ρ, (2.10)

where N is a normalisation factor, τB stands for the lifetime of the B meson, and ρ is a

phase-space factor.

However, for reasons that will become clear later, it is more convenient to work with a

differential branching fraction, which can be evaluated for different regions of the squared

invariant mass of the two-neutrino system (q2). The result of the calculation gives [55]

dBr(B → Kνν̄)SM

dq2
= 3 τB

∣∣∣∣∣
GFα

16π2

√
m3
B

3π
VtbV

∗
tsC

SM
L f+(q2)

∣∣∣∣∣

2(
λK(q2)

m4
B

) 3
2

, (2.11)

where, in addition to the quantities already defined above,

• the factor of 3 in front is the number of neutrino flavours, each contributing equally;

• α is the electromagnetic coupling (see section 10.2.2 of [25]);

• mB is the mass of the B meson;

• f+(q2) is a hadronic form factor, which is parametrised below, and that captures the

q2-dependence of the matrix element 〈K| s̄γµb |B〉;

• λK(q2) is a phase-space factor, defined as λK(q2) ≡ λ(m2
B,m

2
K , q

2), with λ(a, b, c) ≡
a2 + b2 + c2 − 2(ab + bc + ac). The normalisation by m4

B makes it a dimensionless

factor.
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The only factors that have a dimension on the right-hand side of Equation (2.11) are τB

( GeV−1), G2
F ( GeV−4), and m3

B ( GeV3). Combined together, they result in a quantity

with dimension GeV−2, as expected.

Integrated over the full q2 range, the branching fractions of the decay in the charged case

and the neutral case are [60]

Br(B+ → K+νν̄)SM = (4.6± 0.5)× 10−6,

Br(B0 → K0νν̄)SM = (4.3± 0.5)× 10−6,
(2.12)

where the difference comes from the lifetime ratio τB+/τB0 = 1.076 [25]. Experimentally,

K0
S is easier to identify than K0

L. For this reason, the branching fraction of the B0 → K0
Sνν̄

decay proves more useful:

Br(B0 → K0
Sνν̄)SM =

Br(B0 → K0νν̄)SM

2
. (2.13)

The main source of theoretical uncertainty in Equation (2.12) comes from the hadronic

form factor f+(q2), which is now examined.

Form factor parametrisation

In [55], the form factor f+(q2) is parametrised with three numbers α1, α2, α3 as

f+(q2) =
1

1− q2/m2
+

[
α1 + α2z(q

2) + α3z
2(q2) +

z3(q8)

3
(−α2 + 2α3)

]
, (2.14)

where

z(t) =

√
t+ − t−

√
t+ − t0√

t+ − t+
√
t+ − t0

, (2.15)

with t± = (mB±mK)2, t0 = t+(1−
√

1− t−/t+), and m+ = mB +0.046 GeV. Combining

the results from lattice computation valid at high q2 and from light-cone sum rules valid

at low q2, a fit gives the following result [55]:

α =



α1

α2

α3


 =




0.432

−0.664

−1.20


 . (2.16)

Moreover, the covariance matrix of α, noted Σα, which is necessary for propagating the

uncertainties, is determined from the correlation matrix and uncertainties given in [55].

The computation gives

Σα =




1.2× 10−4 3.4× 10−4 −2.8× 10−3

3.4× 10−4 9.2× 10−3 1.7× 10−2

−2.8× 10−3 1.7× 10−2 4.8× 10−1


 . (2.17)
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Figure 2.5.: Number of simulated B+ → K+νν̄ decays in bins of q2 when taking into account

only the variation coming from the phase space factor (blue histogram), and comparison with

the expectation when including the q2-dependence of the form factor (red line) and the theoreti-

cal uncertainty (red band).

Figure 2.5 gives a visualisation of the above result by comparing the q2-dependence of

simulated B+ → K+νν̄ decays when taking into account or not the form factor f+(q2)

present in Equation (2.11). The uncertainty band in Figure 2.5 is obtained as follows:

1. The three orthogonal unit eigenvectors v1, v2, v3 of Σα are extracted together with

the respective eigenvalues σ2
1, σ

2
2, σ

3
2 ;

2. The varied form factors f+(q2,α±σi) are computed for i = 1, 2, 3, with the variation

vectors given by σi ≡ σi vi ;

3. The uncertainty band is defined as the region covering the varied form factors.

2.3.3. Search for New Physics

In case of presence of physics beyond the SM, other operators contribute to the Hamil-

tonian of the effective field theory (Equation (2.7)). If a violation of the lepton-flavour

universality exists, there could be one left-handed operator per neutrino flavour. More-

over, a right-handed operator per neutrino flavour is also possible, giving a total of six

operators (section 9.5 of [61]):

O`L =
e2

16π2
(s̄LγµbL) (ν̄`Lγ

µν`L), (2.18)

O`R =
e2

16π2
(s̄RγµbR) (ν̄`Lγ

µν`L), (2.19)
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where ` = e, µ, τ . One advantage of the operator product expansion is that it is possible

to parametrise the NP contributions in a model-independent way, relying only on a set of

six complex Wilson coefficients associated to the six operators above. In [55], the Wilson

coefficients are combined to define the following real parameters that parametrise the NP

effects:

ε` =

√∣∣C`L
∣∣2 +

∣∣C`R
∣∣2

∣∣CSM
L

∣∣ , η` =
−Re

(
C`LC

`∗
R

)
∣∣C`L

∣∣2 +
∣∣C`R

∣∣2 . (2.20)

In the SM, εe = εµ = ετ = 1 and ηe = ηµ = ητ = 0.

There are reasons to believe that NP effects may show up in b → sνν̄ transitions. The

next paragraphs give a summary of recent experimental results that deviate from the SM

predictions in the sector of the b → s`+`− transitions, and the end of this section gives

three examples of NP models that have implications for b→ sνν̄ transitions.

Experimental anomalies

In the last years, several experimental results were in tensions with the predictions of the

SM for the family of decays B → K(∗)`+`− (` = e, µ), which are based on the transition

b→ s`+`−. One important observable in these experimental studies is the ratio

RH ≡
Br(B → Hµ+µ−)

Br(B → He+e−)
, (2.21)

where H ∈ {K+,K0,K∗+,K∗0}. The ratio of branching fractions is predicted with higher

accuracy than the branching fractions themselves, because the form factor terms cancel

out in the division. In the SM, the ratio RH is close to unity because of the universality

of the weak coupling.

Below are listed a selection of recent published results showing tensions with the SM. The

tensions are quantified as a certain number of standard deviations (σ).

• In 2017 [15], LHCb reported a value of RK∗0 2.3σ smaller than the SM prediction;

• In 2020 [16], LHCb reported the result of a fit to the angular variables of B0 →
K∗0µ+µ− decays showing a 3.3σ deviation from the predicted SM value of a Wilson

coefficient specific to B → K(∗)`+`− decays called C9;

• In 2021 [17], LHCb reported the result of a fit to the angular variables of B+ →
K∗+µ+µ− decays showing a 3.1σ deviation from the predicted SM value of the same

Wilson coefficient C9;

• In 2022 [18], LHCb reported a value of RK+ 3.1σ smaller than the SM prediction.
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b s

ν ν

LQ

Figure 2.6.: Feynman diagram of the transition of a b quark into an s quark and a pair of neu-

trinos mediated by a hypothetical leptoquark (LQ).

The experimental picture is not completely clear. For example, Belle reported in 2021

[62, 41] values of RH with H ∈ {K+,K0,K∗+,K∗0} compatible with the SM, but with

larger uncertainties than LHCb. And recently, LHCb also reported values compatible with

the SM for RK0
S

and RK∗+ [63].

These tensions further motivate the study of B → Kνν̄ decays to clarify the experimental

picture, and to also impose constraints on NP models, some of them trying to explain the

experimental anomalies.

Leptoquark

Leptoquarks are hypothetical particles that couple to quark-lepton pairs [64]. Recently, a

family of scenarii of scalar and vector leptoquarks with a mass of the order of 1 TeV/c2

were proposed to explain the experimental anomalies observed on the RK(∗) observables

[65, 66]. The existence of leptoquarks would have consequences on the branching fraction

of B → Kνν̄ decays by contributing to the Feynman diagrams, one example of scenario

being shown in Figure 2.6. In particular, this would imply a shift in the Wilson coefficient

CL with respect to the SM prediction [65].

Axion

Axions (A0) are hypothetical bosons than could explain why the strong interaction con-

serves the CP symmetry [67, 68, 69, 70]. In [71], the focus is given to invisible axions

with a mass mA0 � eV/c2 and a lifetime larger than the age of the universe. While it is

possible to search specifically for the two-body decay B → KA0, an experimental search

for B → Kνν̄ decays is also imposing bounds on the A0 coupling if q2 ≈ 0 GeV2/c4 is

included in the search region [71].
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Figure 2.7.: Tagging method to search for B+ → K+νν̄ decays. The accompanying B meson

(B−
tag), is reconstructed either in a hadronic decay or in a semileptonic decay. The signal kaon is

selected from the remaining particles in the event.

Dark matter

In [72], a new hypothetical scalar S with a mass in the GeV/c2 range is proposed as the

mediator of a new force between the SM particles and dark matter. In particular, the decay

B → KS(→ χχ̄), with χ an invisible dark matter fermion, would be possible. Noting that

the final state of a B → KS(→ χχ̄) decay is experimentally identical to the final state of

a B → Kνν̄ decay, a study of Br(B → Kνν̄) in bins of q2 can be reinterpreted to impose

constraints on this model [72].

2.3.4. Overview of previous searches

While the search for B → Kνν̄ decays has a strong theoretical motivation, it is experimen-

tally challenging, because the two neutrinos escape the detection. The previous generation

of B factories allowed the Belle experiment and the Babar experiment to search for this

decay, but it has never been observed so far, so only experimental upper limits on its

branching fraction are available.

All the previous searches for B → Kνν̄ decays where relying on either the hadronic tagging

method or the semileptonic tagging method (Figure 2.7). The first step of both methods

is to reconstruct the accompanying B meson in the e+e− → Υ (4S) → BB event either

in a hadronic decay or in a semileptonic decay. The second step is select the signal kaon

from the remaining particles in the event.

Below, a brief chronological review of the most recent published results is given, and

numerical results are reported in Table 2.3. The quoted integrated luminosities correspond

to data collected at the Υ (4S) resonance along a e+e− collider.
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• In 2010 [73], the Babar experiment used the semileptonic tagging method on a data

sample corresponding to 418 fb−1 of integrated luminosity. First, Btag → D(∗)`ν`
(` = e, µ) decays were reconstructed, with the D(∗) meson decaying hadronically.

Then, signal kaon candidates (K+ or K0
S → π+π−) were selected in the rest of the

event, and the background was reduced with the use of boosted decision trees (see

Section 4.1).

• In 2013 [74], the Babar experiment used the hadronic tagging method on a data

sample corresponding to 429 fb−1 of integrated luminosity. First, Btag → SXhad de-

cays were reconstructed, were S stands for D(∗), D(∗)
s , or J/ψ decaying hadronically,

and Xhad is a set of at most five mesons, each being either a kaon or a pion. Then,

signal kaon candidates (K+ or K0
S → π+π−) were selected in the rest of the event.

In addition to the upper limits on the branching fraction obtained from the hadronic

tagging method, upper limits combining the two tagging methods were also derived.

For the K+ mode, the combined upper limit of Br(B+ → K+νν̄) < 1.6 × 10−5 at

the 90% confidence level is the value currently reported by the Particle Data Group

[25].

• In 2013 [75], the Belle experiment used the hadronic tagging method on a data

sample corresponding to 711 fb−1 of integrated luminosity. First, Btag candidates

were reconstructed with a neural network-based algorithm [76] capable of recognizing

> 1000 exclusive hadronic decays of the B meson. Then, signal kaon candidates (K+

or K0
S → π+π−) were selected in the rest of the event.

• In 2017 [77], the Belle experiment used the semileptonic tagging method on a data

sample corresponding to 711 fb−1 of integrated luminosity. First, Btag → D(∗)`ν`
(` = e, µ) decays were reconstructed with a neural network-based tagging algorithm

described in [76, 78] and capable of recognising O(100) different semileptonic decays.

Then, signal kaon candidates (K+ or K0
S → π+π−) were selected in the rest of the

event, and the background was reduced with the use of another neural network

algorithm. In particular, the determined upper limit Br(B0 → K0νν̄) < 2.6× 10−5

at the 90% confidence level is the best to date and is the value currently reported

by the Particle Data Group [25].
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Table 2.3.: Experimental results of previous searches for B+ → K+νν̄ and B0 → K0νν̄ decays.

Are given the name of the experiment, the year of publication, the employed method (SL stands

for semileptonic tagging, HAD stands for hadronic tagging, and COM stands for the combina-

tion of the two), the integrated luminosity of the data sample (L), the decay mode (either K+

or K0), the total signal selection efficiency (εsig), and the observed upper limit on the branching

fraction at the 90% confidence level. The results of [73] are shown with an asterisk (*), because

the q2-dependence of the predicted branching fraction is not properly taken into account in the

method, causing the signal selection efficiency to be approximately 10% greater than its correct

value according to [74].

Experiment Year L [ fb−1 ] Method Mode εsig [%] Limit at 90% CL Ref.

Babar 2010 418 SL K+ 0.16* < 1.3× 10−5* [73]

K0 0.03* < 5.6× 10−5* [73]

Babar 2013 429 HAD K+ 0.04 < 3.7× 10−5 [74]

K0 0.01 < 8.1× 10−5 [74]

Babar 2013 429 COM K+ - < 1.6× 10−5 [74]

K0 - < 4.9× 10−5 [74]

Belle 2013 711 HAD K+ 0.06 < 5.5× 10−5 [75]

K0 0.004 < 19.4× 10−5 [75]

Belle 2017 711 SL K+ 0.2 < 1.9× 10−5 [77]

K0 0.05 < 2.6× 10−5 [77]





3

Experimental setup

This chapter introduces the experimental setup employed to search for B → Kνν̄ decays.

The two main experimental components are the SuperKEKB accelerator (Section 3.1),

which accelerates and collides electrons and positrons at an energy sufficient to produce B

mesons, and the Belle II detector (Section 3.2), which is designed to detect the products

of B meson decays.

3.1. The SuperKEKB accelerator

The SuperKEKB accelerator [20], whose schematic view is shown in Figure 3.1, is a double-

ring electron-positron collider located in Tsukuba, Japan. Electrons and positrons are

accelerated in an injector linear accelerator to an energy of Ee− = 7.0 GeV and Ee+ =

4.0 GeV, respectively, and stored in two rings. The two beams collide at an interaction

point located within the Belle II detector (Section 3.2).

The invariant mass available in an electron-positron interaction, denoted as
√
s, is given

by

√
s ≡

√(
Ee− + Ee+

c2

)2

−
(

pe− + pe+

c

)2

≈
√

(7 + 4)2 − (7− 4)2 = 10.58 GeV/c2, (3.1)

29
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Figure 3.1.: Schematic of the SuperKEKB accelerator. Electron bunches are produced via the

photoelectric effect with a photocathode, and positron bunches are produced by sending elec-

trons on a tungsten target. A damping ring is employed to reduce the emittance of the positron

beam. After an acceleration in an injector linear accelerator (LINAC), the electrons are stored

at an energy of 7 GeV in a high-energy ring (HER), and the positrons at an energy of 4 GeV in a

low-energy ring (LER). The two beams collide at an interaction point located within the Belle II

detector. Credits to [79].

where pe+ (pe−) is the three-momentum of the positron (electron), and where the lepton

mass is neglected in the second equality. As already mentioned in Section 2.2, this invariant

mass of 10.58 GeV/c2 corresponds to the mass of the Υ (4S) resonance, which, if produced

in the interaction, decays into a pair of B mesons with a probability higher than 96% [25],

making SuperKEKB a member of the B-factory family.

Table 3.1 lists the main processes expected in an electron-positron collision at this energy.

In addition to e+e− → Υ (4S), there are five background processes, referred to as continuum

background, that will play an important role during the selection of B → Kνν̄ decays:

e+e− → qq (q = u, d, c, s) and e+e− → τ+τ−. The five other background processes

listed at the bottom of Table 3.1 have relatively large cross-sections, but they are easy to

suppress, because they largely differ from typical e+e− → Υ (4S) events (Section 3.2.6).

When a pair of B mesons is produced, they are emitted nearly at rest in the Υ (4S) rest

frame, since each B meson has a mass of 5.28 GeV/c2, which is smaller but close to
√
s/2.

In the laboratory frame, each B meson has a momentum of approximately |pe+ +pe− |/2 ≈
1.5 GeV/c, corresponding to a Lorentz boost factor βγ ≈ 0.284, where β = v/c is the ratio

between the B meson velocity v and the speed of light, and γ ≡ 1/
√

1− β2. This Lorentz

boost is of particular interest for CP -violation studies, where the decay time difference

between the two B mesons needs to be measured. If ∆t is the decay time difference in
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Table 3.1.: Cross-section of the main processes resulting from electron-positron collisions at an

energy of 10.58 GeV in the centre-of-mass system. See chapter 4 of [61] for details on the quoted

numbers.

Process Cross-section [nb]

e+e− → Υ (4S) 1.10

e+e− → uu(γ) 1.61

e+e− → dd(γ) 0.40

e+e− → ss(γ) 0.38

e+e− → cc(γ) 1.30

e+e− → τ+τ−(γ) 0.92

e+e− → e+e−(γ) 300

e+e− → e+e−e+e− 39.7

e+e− → e+e−µ+µ− 18.9

e+e− → γγ(γ) 4.99

e+e− → µ+µ−(γ) 1.15

the centre-of-mass system, the distance ∆z between the two decay vertices is given by

∆z = cβγ∆t and is of the order of 100µm.

The designed instantaneous luminosity of SuperKEKB is 8 × 1035 cm−2 s−1, a value 40

times higher than what was achieved by the predecessor of SuperKEKB, KEKB. The

main steps to reach such an instantaneous luminosity are to increase the beam currents

by a factor of approximately two with respect to KEKB, and to squeeze the beams at the

interaction point following a method called the nano-beam scheme, explained below, after

the introduction of the coordinate system.

The origin of the Belle II coordinate system is the nominal interaction point. The x axis

is in the horizontal plane and points towards the outside of the accelerator circular tunnel,

the y axis is vertical and points upwards; the z axis is the symmetry axis of the Belle II

solenoid and points in a direction close to the electron-beam direction.

In the nano-beam scheme [80], which is applied at SuperKEKB and depicted in Figure 3.2,

the nominal vertical width σy of the bunches is squeezed to a value of the order of 50 nm.

An important challenge is an effect called the hourglass effect, which makes the value of

σy to reach its minimum only in a small z region (Figure 3.2). To overcome this, the nano-

beam scheme works with a large half crossing angle φx ≈ 40 mrad and a small bunch width
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Figure 3.2.: Vertical beam size at KEKB and SuperKEKB illustrating the hourglass effect

(top) and view from above of an electron bunch and a positron bunch crossing each other (bot-

tom). In the nano-beam scheme used at SuperKEKB, only a small part of each bunch is overlap-

ping at any given time, resulting in a small effective bunch length. Adapted from [20].

in the x direction σx ≈ 10µm. By doing so, even if the actual length σz of the bunches in

the z direction is of the order of 10 mm, only a small part of each bunch is overlapping at

any given time, resulting in an effective bunch length of σeff
z = σx/ sinφx ≈ 0.25 mm� σz.

From the beginning of the current operation phase of SuperKEKB in early 2019 until

mid-2022, the Belle II detector has recorded a total integrated luminosity of the order

of 400 fb−1. So far, the maximum instantaneous luminosity achieved by SuperKEKB is

approximately 3.8 × 1034 cm−2 s−1, which is the current world record, but still far from

the design value.

3.2. The Belle II detector

A view of the Belle II detector is shown in Figure 3.3. Several subsystems work together to

detect the particles produced in the electron-positron collisions and infer their momentum,

mass and energy. A detailed description of the Belle II detector can be found in [19]. The

rest of this section introduces the Belle II subsystems.
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Figure 3.3.: Schematic of the Belle II detector, and of its subdetectors: the vertex detector

(VXD), composed of the pixel vertex detector (PXD) and the silicon vertex detector (SVD), the

central drift chamber (CDC), the time-of-propagation detector (TOP), the aerogel ring-imaging

Cherenkov detector (ARICH), the K0
L and µ detector (KLM). The TOP and ARICH detectors

are used in particular for particle identification (PID). The origin of the Belle II coordinate sys-

tem is the nominal interaction point. The x axis is in the horizontal plane and points towards

the outside of the accelerator circular tunnel, the y axis is vertical and points upwards; the z axis

is the symmetry axis of the Belle II solenoid and points in a direction close to the electron-beam

direction. The polar angle θ is defined with respect to the z axis, and the azimuthal angle φ is

defined in the xy plane. Adapted from [19].

3.2.1. Tracking

The Belle II tracking system relies on three detectors: the pixel detector (PXD), the

silicon vertex detector (SVD), and the central drift chamber (CDC). A comprehensive

description of the track-finding system is given in [81]. In the following, each detector is

briefly presented.

PXD

The PXD is the innermost part of Belle II and a novel detector that was not present in

Belle. It detects the passage of charged particles by exploiting the production of electron-

hole pairs in depleted p-channel field-effect transistors (DEPFETs) [82]. The choice of this

detection technology is based on the need to cope with a large density of particles coming

from the beams and the interaction region, while keeping thin sensors to reduce multiple

scattering effects.
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Figure 3.4.: PXD sensors in the transverse plane at z = 0 cm (upper left), PXD and SVD sen-

sors in the transverse plane at z = 0 cm (upper right), and PXD and SVD sensors in the xz-

plane at y = 0 cm (bottom). Adapted from [79].

The PXD has a collection of 40 detection modules, each possessing a matrix of 768× 250

DEPFET pixels. Pairs of modules are glued together to form ladders and the PXD is

made of two layers of ladders around the beam pipe (Figure 3.4, upper left). The first

layer is 14 mm away from the beam line and has 8 ladders; the second layer is 22 mm away

from the beam line and will have 12 ladders. At the time of writing, the first layer of the

PXD is fully installed, but only two ladders are installed in the second layer. The full

installation of the PXD is foreseen by the end of 2022.

When combined with the SVD presented below, the presence of the PXD improves the

impact-parameter and decay-time resolution by a factor of approximately two with respect

to Belle, resulting in an impact-parameter resolution of approximately 12µm and a D

meson decay-time resolution of the order of 70 fs [44].

SVD

Going away from the beam pipe, the detection surface to cover increases as the square of

the distance and a pixel-based detector is not an option beyond the PXD because of the

cost and number of channels it would imply. For this reason, the SVD detects the passage
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Figure 3.5.: Working principle of an SVD sensor. The n-side strips (blue rectangle at the top)

are perpendicular to the p-side strips (red rectangles at the bottom). Adapted from [19].

of charged particles from the production of electron-hole pairs in double-sided silicon strip

detectors (DSSDs), a technology that was already used in Belle.

The working principle of the SVD is illustrated in Figure 3.5. When a charged particle

passes through an SVD sensor, the electrons and holes resulting from ionisation are col-

lected by p-side and n-side strips located on each side of the sensor. The p-side strips are

perpendicular to the n-side strips, so that the coordinates of the charged particle can be

determined.

The SVD is organised in four layers of sensors whose radii with respect to the beam line

range from 39 mm to 135 mm (Figure 3.4). Most sensors have a rectangular shape, with

the exception of the sensors located in the most forward region of the three outer layers,

which have a trapezoidal shape and are slanted in order to reduce the amount of needed

material.

CDC

The CDC completes the tracking system of Belle II and measures the momentum and

energy loss of charged particles, and provides trigger signals. The CDC detects the passage

of charged particles from the ionisation of a gas mixture (He− C2H6) contained in its

detection volume. The electrons that are released during the ionisation cause avalanches

of electrons that are collected by a set of wires whose electric potential is tuned to create

a strong electric field.

The CDC has a collection of 56 layers of wires, whose radial location with respect to the

beam line ranges from 168 mm to 1111 mm. Axial wires are parallel to the beam axis
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Figure 3.6.: Example of axial wires (top left), of stereo wires (bottom left), and CDC wires

in the transverse plane at z = 0 cm (right). Layers of wires are grouped into axial and stereo

superlayers. The first superlayer has a higher wire density. Adapted from [79, 81].

and stereo wires have a skewed orientation with respect to the axial wires (Figure 3.6).

Layers of axial and stereo wires are grouped into axial and stereo superlayers. The first

superlayer contains 8 layers of wires, and the other superlayers contain 6 layers of wires.

By alternating stereo superlayers and axial superlayers (Figure 3.6), the three-dimensional

trajectory of charged particles can be reconstructed in the CDC.

The momentum of a charged particle can be deduced from its reconstructed trajectory. At

Belle II, a solenoid produces a magnetic field parallel to the beam axis, bending the charged

particle trajectories in the transverse plane (Section 3.2.4). The transverse momentum pT

of the particle follows from

pT = |q|Bρ, (3.2)

where q is the electric charge of the particle, B is the magnitude of the magnetic field, and

ρ is the bending radius of the particle trajectory. The relative uncertainty on pT achieved

by the CDC is of the order of 0.1% [83]. Combining the information about the momentum

and the energy loss dE/dX helps identifying charged particles1, especially those whose

momentum is smaller than 1 GeV/c (section 34.2 of [25]).

3.2.2. Particle identification

The particle identification system is composed of two Cherenkov detectors: the aerogel

ring-imaging Cherenkov detector (ARICH) and the time-of-propagation detector (TOP).

1. In the expression dE/dX, E denotes the energy of the charged particle and X is a distance measured

along the trajectory of the charged particle.
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Figure 3.7.: Working principle of the ARICH (left) and TOP (right) detectors.

ARICH

The ARICH detector, located at the forward end-cap outside the CDC, is designed to

distinguish between kaons and pions in the momentum range [0.4,4] GeV/c, as well as

between muons, electrons and pions whose momentum is below 1 GeV/c. Its working

principle is illustrated in Figure 3.7. When a charged particle passes through an aerogel

radiator with a velocity larger than the speed of light in the radiator, the particle emits

Cherenkov photons. The emission angle θC of the photons with respect to the velocity of

the charged particle follows

β =
1

n cos θC
, (3.3)

where β is the velocity of the charged particle divided by the speed of light in vacuum and

n the refraction index of the radiator. By combining information about the momentum

p and the velocity β of a particle, the mass of the particle (i.e. its identity) is given by

m = p/(γβ), where γ = 1/
√

1− β2.

TOP

The TOP detector is installed in the barrel region outside the CDC and its primary

purpose is to identify kaons and pions. Its working principle is illustrated in Figure 3.7.

The Cherenkov photons emitted by a charged particle propagate through a quartz radiator.

The photons stay within the radiator thanks to total internal reflections before reaching

a photon detection plate located at the edge of the radiator. The propagation time of the

Cherenkov photons is a function of the Cherenkov angle θC , from which the velocity of the

particle can be derived with Equation (3.3). A detailed description of the TOP detector

can be found in [84]. In particular, one detail that is not mentioned here is the need to

take into account chromaticity, i.e. the dependence of θC on the photon wavelength.
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3.2.3. Calorimetry

The electromagnetic crystal calorimeter (ECL) occupies the remaining volume inside the

Belle II magnet. Its main role is to detect photons and measure their energy, and to

identify electrons. The ECL also participates in the detection of K0
L, provides trigger

signals and is used to measure the luminosity received by Belle II.

The ECL is a collection of thousands of scintillation crystals, made of thallium-doped

Cesium Iodide (CsI(Tl)), and covering a polar angle range of 12.4◦ < θ < 155.1◦, i.e. ap-

proximately 90% of the solid angle in the centre-of-mass frame. Each crystal is coupled

to two photodiodes for readout. When a photon or an electron passes through an ECL

crystal, it may initiate an electromagnetic shower. The final products of the electromag-

netic shower, low energy photons, are collected by the photodiodes and converted to an

electronic signal.

In terms of performance, the ECL provides a mass resolution of approximately 5 MeV/c2

for a neutral pion decaying into a pair of photons. In addition, the ECL provides a relative

energy resolution of approximately 4% at an energy of 100 MeV and 2% at 8 GeV [61, 85].

3.2.4. Solenoid

A superconducting solenoid radially surrounds the ECL. It generates a magnetic field of

1.5 T parallel to the beam axis in a cylindrical volume of 1.7 m in radius and 4.4 m in

length. The superconductor is an allow of niobium and titanium and is cooled with a

cryogenic system based on liquid helium. The generated magnetic field bends the trajec-

tory of the charged particles and allows for a measurement of their transverse momentum

(Equation (3.2)).

3.2.5. K0
L and µ detection

The K0
L and µ detection system (KLM) forms the outermost part of the Belle II detector.

Its primary function is to detect muons and showers initiated by K0
L mesons. In addition,

it serves as a magnetic return circuit for the solenoid.

The KLM is an alternating series of iron plates and detection layers located outside of

the solenoid. The iron plates provide a total of 3.9 nuclear interaction lengths of material

for K0
L mesons passing through with a normal incidence, one nuclear interaction length

being defined as the mean distance travelled by a K0
L meson before undergoing an inelastic
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nuclear interaction. By comparison, the ECL provides 0.8 nuclear interaction lengths of

material for K0
L mesons.

A muon with a momentum higher than ∼ 0.6 GeV/c passes through the KLM with a

nearly straight trajectory and escapes the detector. On the other hand, a K0
L meson likely

interacts with a nucleus of the ECL or the KLM material and initiates a hadronic shower

detected by the ECL, the KLM or both.

3.2.6. The trigger system

The Belle II trigger system selects events of interest resulting from electron-positron in-

teractions. The trigger system is divided in two layers:

• The online trigger (L1) combines information from several trigger subsystems and

takes the decision to keep or to exclude a recorded event with a fixed latency of 5µs.

Since this decision needs to come very fast, L1 is based on configurable hardware and

only a partial reconstruction of the event is made. The main L1 trigger subsystems

are the CDC and the ECL, which provide information about the tracks and energy

clusters present in the event.

• The high-level trigger (HLT) further selects events of interest based on a full event

reconstruction made at the software level.

In particular, the trigger system is employed to suppress low multiplicity background

sources such as e+e− → `+`−, e+e− → e+e−`+`− (` = e, µ), and e+e− → γγ. These back-

ground sources, that were already mentioned at the beginning of this chapter (Table 3.1),

are easy to identify, because they usually do not produce more than two tracks in the

CDC nor more than two clusters in the ECL. By contrast, typical e+e− → Υ (4S)→ BB

events produce at least three tracks in the CDC, and for those events the trigger efficiency

is close to 100%.

3.2.7. Beam-induced backgrounds

In addition to the low-multiplicity backgrounds mentioned in the previous section, below

are listed three beam-induced backgrounds that are present at Belle II:

• The Touschek scattering, which is a Coulomb scattering of two electrons or positrons

in the same bunch. This scattering causes the particles to deviate from their nominal

energy and to induce showers by interacting with the beam pipe. The Touschek
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scattering rate is inversely proportional to the beam size and thus enhanced by the

nano-beam scheme presented in Section 3.1. The Touschek scattering is mitigated

by the use of collimators and metal shields to prevent the scattered particles from

reaching the Belle II detector.

• The beam–gas scattering, which is a scattering (either Coulomb or Bremsstrahlung)

of beam particles by residual gas molecules present in the beam pipe. Similarly

to the Touschek scattering, the beam-gas scattering causes the particles to deviate

from their nominal energy and to hit the inner side of the beam pipe. This source

of background is also mitigated with collimators and metal shields.

• The synchrotron radiation that is emitted by the beams. The power of the syn-

chrotron radiation varies as the square of the beam energy, implying that this ra-

diation comes more from the electron beam (7 GeV) than from the positron beam

(4 GeV). To protect the Belle II detector from the synchrotron photons, the inner

surface of the beam pipe is coated with an absorbing layer of gold. Moreover, the

shape of the pipe is designed to avoid direct hits on the detector from synchrotron

photons.

3.2.8. Software

The Belle II analysis software framework (basf2) [86] is a large collection of open-source

tools and algorithms for event simulation, reconstruction and analysis. In particular, this

framework includes tools for unpacking raw data, track finding and reconstruction, ECL

clustering, vertex fitting, and the computation of high-level variables.

In addition to basf2, the following packages are employed for event generation at Belle II:

• EvtGen [87] simulates the decays of B mesons.

• PYTHIA8 [88] simulates the hadronisation of the quarks issued from continuum

events e+e− → qq (q = u, d, c, s).

• KKMC [89, 90] generates e+e− → τ+τ− events.

• TAUOLA [91, 92] handles the simulation of τ -lepton decays.

• GEANT4 [93] simulates the detector response.
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Data analysis techniques

This chapter presents a collection of data analysis techniques and tools that will be used

in the next chapter to search for B → Kνν̄ decays. Since the content of this chapter is

rather technical, the reader may skip it and come back to it when the tools are effectively

employed in the next chapter.

In Section 4.1, binary classification algorithms, decision trees and boosted decision trees,

are introduced. In Section 4.2, a set of discriminative variables are defined. In Section 4.3,

the definition of a covariance matrix and of a correlation matrix are recalled, as well

as a method to estimate them. Section 4.4 introduces a tool to measure a branching

fraction from a binned maximum-likelihood fit. Section 4.5 presents a statistical method

to determine an upper limit on a branching fraction. Section 4.6 defines a non-parametric

probability density estimator called the kernel density estimator.

4.1. Binary classification

Given Nvariable explanatory variables, two classes, signal (y = 1) and background (y = 0),

and a set of Ntrain examples

{(x1, y1), ..., (xNtrain , yNtrain)}, (4.1)

41



42 4. Data analysis techniques

where xi ∈ RNvariable is an observation of the explanatory variables associated with class

yi ∈ {0, 1}, the goal of binary classification is to define, based on the set of examples, an

algorithm that outputs a signal probability prediction ŷ ∈ (0, 1) for any input x ∈ RNvariable .

The construction of the algorithm, learning from the set of examples, is called training.

A loss function `(·, ·), which measures the distance between a class example yi and a

corresponding prediction ŷi, is defined and a näıve training would minimise the sum

Ntrain∑

i=1

` (yi, ŷi) . (4.2)

The usual loss function used in binary classification is called the negative binomial log-

likelihood (or cross-entropy), and is defined as [94]

` (y, ŷ) = − [y log ŷ + (1− y) log(1− ŷ)] . (4.3)

Below are presented two binary classification algorithms: the decision tree, and the gradient-

boosted decision tree. An important difference between the two algorithms is their be-

haviour regarding the bias-variance trade-off: if no limit is imposed on the model complex-

ity, it is possible to train a model that separates perfectly the signal from the background

when this model is applied on its own training set (low bias), but that makes poor pre-

dictions when applied to an independent dataset (high variance); this regime is called

overfitting. On the other hand, if the model is too simple, then its performance does not

depend on the dataset (low variance), but its predictions are inaccurate (high bias); this

regime is called underfitting.

4.1.1. Decision tree

A decision tree is a recursive partitioning of the explanatory variable space [94]. The

first node of a decision tree divides the space into two subspaces (branches) according

to the value of a single variable with respect to a certain threshold (Figure 4.1). This

procedure is repeated by the following nodes, until reaching the terminal nodes, called

leaves. Each leaf corresponds to a certain region of the variable space and is associated

with a weight, a negative weight corresponding to a background prediction, and a positive

weight corresponding to a signal prediction (Figure 4.1).

For a given observation x ∈ RNvariable , a decision tree classifier t assigns a weight ft(x) ∈
(−∞,+∞) to the observation x. The corresponding predicted signal probability ŷ(x) ∈
(0, 1) is computed as

ŷ(x) = P (ft(x)) =
1

1 + exp(−ft(x))
, (4.4)
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Layer 1 x1 < 3

Layer 2 x2 < 1 x3 < 4

Layer 3 x1 < 1 x4 < 5 x1 < 9 x2 < 2

Terminal Nodes −10 −5 −3.3 8 −2.5 3.3 0 10.5

Figure 4.1.: Example of binary decision tree with three layers and four explanatory variables

x ≡ (x1, x2, x3, x4), where the superscripts are indices, not exponents. The decision tree is or-

ganised in layers of nodes, and each node divides the remaining space in two, depending on the

value of an explanatory variable xi with respect to a certain threshold. Each terminal node is

associated with a weight ft(x) ∈ (−∞,+∞), a large weight corresponding to a high predicted

signal probability. Adapted from [95].

where P (α) ≡ 1/(1 + exp(−α)) maps the raw weight α ∈ (−∞,+∞) into a predicted

signal probability P (α) ∈ (0, 1).

The main disadvantage of a simple decision tree is that it falls rapidly in an overfitting

regime when the depth of the tree increases. For example, an arbitrary set of 106 data

points can be exactly classified by a decision tree with a depth of 20, because 220 > 106.

4.1.2. Gradient-boosted decision tree

By contrast with relying on a single high-complexity decision tree to make predictions,

the idea behind boosted decision trees is to base the prediction on a set of Ntree � 1

low-complexity tree classifiers [96, 97].

For a given observation x ∈ RNvariable , and t ∈ {1, 2, ..., Ntree}, the low-complexity tree

classifier t assigns a weight ft(x) ∈ (−∞,+∞) to the observation x. The weights of the

trees are added together to obtain a global prediction weight

f (Ntree)(x) =

Ntree∑

t=1

ft(x), (4.5)

and the predicted signal probability ŷ(Ntree)(x) is given by

ŷ(Ntree)(x) = P
(
f (Ntree)(x)

)
, (4.6)

where P : R→ (0, 1) is defined in Equation (4.4).



44 4. Data analysis techniques

The training of a boosted decision tree is done in a forward-stagewise additive manner.

An initial uniform weight f (0)(x) = 0 =⇒ P (f (0)(x)) = 0.5 is set for all x. Then, each

decision tree classifier t = 1, 2, ..., Ntree is trained by iteratively solving [97]

ft(x) = arg min
f(x)

{
Ntrain∑

i=1

`
[
yi, P

(
f (t−1)(xi) + f(x)

)]
+Ω(ft)

}
, (4.7)

where f (t−1)(xi) is the sum of the weights up to the previous iteration (Equation (4.5)),

l(·, ·) is the loss function (Equation (4.3)), and Ω(ft) is a term that penalises the complexity

of the updated model ft.

The minimisation of the objective function defined in Equation (4.7) is done by computing

the gradient of the loss function. For this reason, this family of models are called gradient-

boosted decision trees.

It is shown in [98] that the forward-stagewise additive modelling approach (Equation (4.7))

with an exponential loss function is equivalent to the AdaBoost algorithm [99]. In Ad-

aBoost, a sequence of low-complexity classifiers is trained on iteratively reweighted versions

of the training sample. At each iteration, the weight of each element of the training sample

is increased if it is not correctly classified. This procedure allows the later low-complexity

classifiers to focus on the elements of the training sample that are more difficult to classify.

4.1.3. Classifier parameters

Two implementations of the gradient-boosted decision tree algorithm, FastBDT [95] and

XGBoost [97], are employed later in this thesis. In both implementations, the following

parameters are tunable during the training:

• The total number of trees in the model;

• The maximal depth of each tree;

• The learning rate 0 < η ≤ 1, which is a factor that scales down the newly added

weights at each iteration of the boosting, in order to reduce the influence of each

individual tree;

• The sampling rate 0 < s ≤ 1, which is the fraction of the training sample that is

randomly sampled for each iteration of the training;

• The number of equal-frequency bins in which each training variable is divided into

(see [95]);

Increasing the value of any of the above parameters increases the complexity of the model,

making it less robust against overfitting.
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Figure 4.2.: On the left, example of boosted decision tree output for signal and background

inputs issued from the training sample (train) and an independent sample (test) of same size.

On the right, corresponding ROC curves.

4.1.4. Classifier overfitting and performance

As mentioned above, a high-complexity model may fall in an overfitting regime, in which

the classification performance of the model is significantly better when the model is applied

on its own training sample than when applied on an independent sample called a test

sample. A method to check whether a model is overfitting is to compare the output of the

classifier for the training and the test samples (Figure 4.2, left). If the comparison does

not show an important difference, the model is not overfitting.

An equivalent method is to examine the receiver operating characteristic (ROC) curve

[100], which represents the evolution of the true positive rate and the false positive rate

when scanning all possible lower thresholds on the classifier output (Figure 4.2, right). If

the ROC curve for the training sample is close to the ROC curve for the test sample, as

it is the case in Figure 4.2, the model is not overfitting.

In addition, the area under the ROC curve, noted AUC, is a measure of the classification

performance. A perfect classification is characterised by AUC = 1, meaning that there

exists a lower threshold on the classifier output that selects a sample with a true positive

rate of unity and a false positive rate of zero. The opposite case is a purely random

classification, where the classifier output is uniform for both signal and background inputs.

In that case, the ROC curve would be a straight line going from (0, 0) to (1, 1) in Figure 4.2

(right), and AUC = 0.5.
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4.1.5. Input variable importance

In order to quantify the relative importance of an input variable1 in the classification, one

starts by defining the gain provided by a tree node (Figure 4.1). The gain of a particular

node is the quantity by which the objective function (Equation (4.7)) is improved with the

introduction of this node. From this, the importance of a variable v in the classification

is defined as the sum of the gains across all the nodes in which the variable v is used,

normalised by the total gain:

Importance(v) ≡

∑
s∈{splits on v}

Gain(s)

∑
s∈{splits}

Gain(s)
. (4.8)

Other methods to quantify the importance of an input variable are possible. For example,

one can examine how the classification performance varies when including or not the

variable in the training.

4.2. Topological discrimination variables

In this section, several variables characterising the distribution of the momenta in an event

resulting from a electron-positron collision are defined. These variables will prove useful to

distinguish between signal and background events, and are employed in the next chapter

as input variables of boosted decision trees. All of the variables presented in this section

are defined for a set of N three-momenta p1, p2, ..., pN measured in the centre-of-mass

system. The respective norms are noted p1, p2, ..., pN .

4.2.1. Sphericity

The sphericity matrix S is the symmetric 3×3 matrix whose elements Sαβ (α, β = x, y, z)

are defined as (chapter 9 of [30]):

Sαβ =

N∑
i=1

pαi p
β
i

N∑
i=1

p2
i

. (4.9)

The event sphericity S is the real number

S =
3

2
(λ2 + λ3), (4.10)

1. Input variable is another name for explanatory variable.
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where λ2 and λ3 are the two smallest eigenvalues of Sαβ.

The event sphericity S is a number between 0 and 1. An event that has a spherical topology

is characterised by a sphericity close to unity. This is understood intuitively from the fact

that a perfectly spherical distribution is described by a diagonal matrix with the single

eigenvalue λ1 = λ2 = λ3 = 1/3, and that an event where all momenta are collinear is

characterised by λ1 = 1 > λ2 = λ3 = 0.

4.2.2. Thrust

The thrust axis T of an event is defined as the unit vector along which the sum of the

projections of the momenta
∑N

i=1 |T · pi| is maximal (chapter 9 of [30]).

The thrust magnitude of an event is the positive number

T =

N∑
i=1
|T · pi|
N∑
i=1
|pi|

. (4.11)

A spherical event has a thrust close to zero, and a jet-like event has a thrust close to unity.

4.2.3. Fox-Wolfram moments

The normalised Fox-Wolfram moments were introduced by Geoffrey C. Fox and Stephen

Wolfram in [101, 102]. They are noted R` (` = 1, 2, ...) and defined recursively as follows:

H0 =

N∑

i,j=1

pi pj , (4.12)

H1 =
N∑

i,j=1

pi pj cosαij , (4.13)

H` =
N∑

i,j=1

pi pj P` (cosαij) , (4.14)

R` =
H`

H0
, (4.15)
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where P`(·) is the Legendre polynomial of `-th order and αi,j is the angle between pi and

pj . The first Legendre polynomials are

Pl(x) =





l = 0 : 1,

l = 1 : x,

l = 2 : 1
2 (3x2 − 1),

l = 3 : 1
2 (5x3 − 3x),

l = 4 : 1
8 (35x4 − 30x2 + 3).

(4.16)

4.2.4. Harmonic moments

The harmonic moments B` (` = 0, 1, ...) with respect to an axis A are defined as [101]

B0 =
N∑

i=1

pi√
s
, (4.17)

B1 =
N∑

i=1

pi√
s

cosαi, (4.18)

B` =
N∑

i=1

pi√
s
P` (cosαi) , (4.19)

where
√
s is the available energy in the centre-of-mass frame, and the angle αi is measured

between pi and the axis A.

4.2.5. Modified Fox-Wolfram moments

The modified Fox-Wolfram moments were introduced by the Belle collaboration in [103]

in a search for B0 → π0π0 decays. Below, the definitions and notations are close to what

is found in chapter 9 of [30].

Before defining these modified Fox-Wolfram moments, a few quantities are introduced,

assuming as before an event composed of N particle candidates. First, a signal B meson

candidate is formed from a collection of NB particle candidates. The rest of the event

(ROE) is defined as the set of the NROE = N − NB particle candidates that are not

associated with the B meson candidate. The number of charged particle candidates in the

ROE is noted Nc, and the number of neutral particle candidates in the ROE is noted Nn,

meaning that Nc +Nn = NROE. In addition, the missing momentum in the event pmiss is

defined as the momentum needed to cancel the sum of all the other momenta in the event



4.3. Covariance matrix estimate 49

in the centre-of-mass frame:

pmiss = −
N∑

i=1

pi. (4.20)

The signal-ROE (so) modified Fox-Wolfram moment of degree ` ∈ N and of category

ξ ∈ {charged (n), neutral (n),missing (m)} is defined as

Hso
ξ,` =

1

Z

NB∑

i=1

Nξ∑

jξ=1

C`ijξ pjξ P`(cosαijξ), (4.21)

where from left to right:

• the normalisation factor Z = 2(
√
s − E∗B) depends on the available energy in the

centre-of-mass frame (
√
s) and the energy of the signal B meson candidate in the

centre-of-mass frame (E∗B).

• the first sum runs over the NB children of the signal B meson candidate;

• the second sum runs over the Nc charged candidates in the ROE, or the Nn neutral

candidates in the ROE, or the unique missing momentum (Nm = 1);

• the factor C`ijξ ∈ {−1, 0, +1} is the product of the charges of candidate i and

candidate jξ if ` is odd (the missing momentum is assumed to correspond to a

neutral charge), and C`ijξ = 1 if ` is even;

• P`(·) is the Legendre polynomial of `-th order (Equation (4.16));

• αi,jξ is the angle between pi and pjξ .

The ROE-ROE (oo) modified Fox-Wolfram moment of degree ` ∈ N is

Roo` =
1

Z2

NROE∑

i=1

NROE∑

j=1

C`ij pi pj P`(cosαij), (4.22)

with the same notations as in Equation (4.21).

4.3. Covariance matrix estimate

This section recalls the definition of a covariance matrix and of a correlation matrix, and

presents a method to estimate them.
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Given a p-dimensional real random variable

x =




x1

...

xp


 , (4.23)

the corresponding covariance matrix Σ is the p× p symmetric matrix defined as

Σ = E[(x− E[x])(x− E[x])T ]. (4.24)

The correlation matrix of x is the covariance matrix of the normalised random variable x′

defined as

x′ =




x1/σ(x1)
...

xp/σ(xp)


 , (4.25)

where σ stands for the square root of the variance.

Typically, the covariance and the correlation matrices are unknown and need to be esti-

mated from a set of N observations x1, ..., xN . The (i, j)-th element of an estimate of the

covariance matrix Σ̂ is given by

Σ̂ij =

N∑

r=1

(
xri −

N∑
r′=1

xr
′
i
N

)(
xrj −

N∑
r′=1

xr
′
j

N

)

N
. (4.26)

Since the covariance matrix is real, symmetric and positive semi-definite, it exists p or-

thogonal unit eigenvectors v1, ..., vp, and corresponding eigenvalues σ2
1 ≥ ... ≥ σ2

p ≥ 0

such that

Σ = QΛQT =

p∑

i=1

σ2
i viv

T
i , (4.27)

where Q is the p × p matrix whose columns are the eigenvectors, and Λ is the diagonal

matrix whose diagonal elements are the eigenvalues.

If some eigenvalues are significantly larger than others, a reasonable approximation is given

by

Σ ≈
t∑

i=1

σ2
i viv

T
i + diag

(
p∑

i=t+1

σ2
i viv

T
i

)
, (4.28)

where only the first t < p terms associated with the t largest eigenvalues are fully consid-

ered, while only the diagonal elements of the p− t smallest terms are added.
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The variation vectors σi ≡ σi vi for i = 1, ..., t are used to propagate correlated uncertain-

ties, in the same manner as what was done for the form factor variations (Equation (2.17)

and following lines in Section 2.3.2), and the remaining terms in Equation (4.28) are

treated as uncorrelated uncertainties on each element of the random variable x.

4.4. Binned maximum-likelihood fit

The main goal of this thesis is to measure the branching fraction of B → Kνν̄, or equiv-

alently, the signal strength µ defined as a factor with respect to the standard model

prediction for Br(B → Kνν̄):

µ =
Br(B → Kνν̄)

Br(B → Kνν̄)SM
. (4.29)

To extract µ from data, a binned maximum-likelihood fit is applied. The procedure,

explained in details in [104, 105], is summarised below, starting by introducing each ele-

ment used to define the likelihood model. Since this presentation is rather abstract, the

reader may prefer to come back to this section when the method is concretely used from

Section 5.10.

Given a set of Nb bins counting events after a certain selection, the expected numbers of

events in each bin, noted ν1, ..., νNb , are derived from simulation and modelled as the sum

of several contributions, coming from one signal sample and n ≥ 1 background samples:

νb(µ,θ) =
∑

s∈{samples}
νbs(µ,θ), (4.30)

where νbs is the number of expected events in bin b for the sample s, µ is the signal

strength defined above, and θ is a vector of N nuisance parameters that apply variations

to the nominal expectations. Assuming n ≥ 1 background samples, θ contains n normali-

sation parameters µ1, ..., µn, one for each background sample, and N − n other nuisance

parameters:

θ =
(
µ1, ..., µn, θN−n+1, ..., θN

)T
. (4.31)

The notation µi (i = 1, ..., n) is not accidental: similarly to the signal strength µ ≡ µsignal,

each µi corresponds to a certain background strength. From this, Equation (4.30) can be

developed as

νb(µ,θ) =
∑

s∈{samples}
µs
(
ν0
bs + ∆bs(θ)

)
, (4.32)
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where ν0
bs is the nominal number of expected events in bin b for sample s, µs is a normal-

isation variation for sample s (it is the same for all the bins), and ∆bs(θ) is an additive

variation in bin b for sample s. More explicitly,

∆bs(θ) =
N∑

i=N−n+1

θi δ
i
bs, (4.33)

with δibs an additive variation for bin b and sample s. This additive variation is scaled up

or down by the nuisance parameter θi. The set of numbers δibs is an input of the model and

describes the systematic uncertainties beyond the background normalisation uncertainties.

Note that δibs = 0 is possible (meaning that the nuisance parameter θi has no influence

in bin b for sample s). If for a given nuisance parameter θi, δ
i
bs 6= 0 for multiple bins b

or samples s, then the numbers δibs are describing correlated uncertainties among the bins

or the samples, and are interpreted as the components of a variation vector of correlated

uncertainties.

Given now the same set of Nb bins counting events after a certain selection, in which

n1, ..., nNb data events are observed, the likelihood of the observations is modelled as

L(µ,θ|n1, ..., nNb) =
1

Z

∏

b∈{bins}
Pois(nb|νb(µ,θ)) p(θ), (4.34)

where Z is a normalisation parameter that has no influence on the fit, and Pois(nb|νb(µ,θ))

denotes the Poisson density function with expectation νb(µ,θ) evaluated at the point nb,

and p(θ) is the prior probability given to the nuisance parameters.

This prior probability term contains information on how the systematic uncertainties are

modelled. It is the product of Gaussian densities centered at unity for the normalisation

variations and at zero for the additive variations:

p(θ) =
n∏

i=1

Gauss(θi | 1, σ2
norm, i)

N∏

j=N−n+1

Gauss(θj | 0, 1), (4.35)

where Gauss(x |m, σ2) is the Gaussian density with expectation m and variance σ2. The

background normalisation uncertainties σnorm, i are inputs of the model, similarly to the

δibs factors of Equation (4.33). Note that the parameter of interest µ does not appear

in Equation (4.35), because this parameter is unconstrained, or, in other words, it has a

uniform prior distribution.

The signal strength µ is extracted from data by maximising the likelihood defined in

Equation (4.34). The employed software package that implements this method and the
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statistical model is called pure-python HistFactory (pyhf) [105]. Since this tool is relatively

new, a simplified Gaussian model (sghf) is implemented to validate the results from pyhf.

The simplified Gaussian model is identical to the model described by Equation (4.34), ex-

cept that the Poisson density Pois(nb|νb(µ,θ)) in Equation (4.34) is replaced by a Gaussian

density centered at νb(µ,θ) and with a standard deviation corresponding to the square

root of the expected yield,
√
ν0
b , for each b ∈ {bins}.

4.5. Upper-limit determination

If no significant signal is observed, as it was the case for the previous searches for B → Kνν̄

decays (see Section 2.3.4), a method called CLs [106] is employed to determine an upper

limit on the signal strength µ defined in Equation (4.29).

Given a likelihood model like the one defined in Equation (4.34) and a hypothesised value

of µ, one defines the likelihood ratio [107]

λ(µ) =
L(µ, ˆ̂θ |n1, ..., nNb)

L(µ̂, θ̂ |n1, ..., nNb)
, (4.36)

where (µ̂, θ̂) are the parameters that maximise the likelihood for the set of observations

n1, ..., nNb (the same notations as in Section 4.4 are used here), and where ˆ̂θ maximises

the likelihood for a given value of µ.

The property 0 ≤ λ(µ) ≤ 1 follows from the definition above. When λ(µ) is close to unity,

the data and the hypothesised value of µ are in good agreement.

The next step is to define a test statistic qµ as [107]

qµ =




−2 lnλ(µ) if µ ≥ µ̂,
0 otherwise.

(4.37)

From this, the level of agreement between the data and the hypothesised value of µ is

quantified with the p-value

ps+b = P (qµ > qµ,obs |µ) =

∫ ∞

qµ,obs

p(qµ|µ) dqµ, (4.38)

where qµ,obs is the observed value of qµ, and p(qµ|µ) denotes the probability density function

of qµ under the assumption of a signal strength of µ. An approximation of this density is

computed in [107].
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From Equation (4.38), it is already possible to determine an upper limit. For example, a

90% confidence level (CL) upper limit on µ is the largest value of µ such that ps+b stays

above 0.1.

In the CLs method, one extra step is needed: a p-value for the background-only hypothesis

is defined as

pb = P (qµ > qµ,obs | 0) =

∫ ∞

qµ,obs

p(qµ|0) dqµ, (4.39)

where p(qµ|0) denotes the probability density function of qµ under the assumption of a

signal strength of zero (background-only hypothesis). As before, an approximation of this

density is computed in [107].

Finally, the ratio

CLs =
ps+b
pb

(4.40)

is computed, and the 90% CL upper limit on µ is the largest value of µ such that CLs

stays above 0.1. An advantage of the CLs method is that it gives more robust upper limits

in situations where there is little information to distinguish between the background-only

hypothesis and the signal+background hypothesis [106].

As for the likelihood maximisation, the pyhf package [105] is employed for the upper-limit

determination.

4.6. Kernel density estimator

This section presents a tool called kernel density estimator, which is used in Section 5.10

in the study of the systematic uncertainties.

A kernel density estimator [108, 109] is a function that approximates the probability den-

sity of a random variable. This estimator has the particularity of being non-parametric, by

contrast for example with the likelihood model defined in Equation (4.34), which depends

on a potentially large number of (nuisance) parameters.

Given N observations x1, x2, ..., xN of a one-dimensional random variable x with a vari-

ance 0 < σ2 <∞, the gaussian-kernel density estimator is defined as

fh(x) =
1

Z

N∑

i=1

exp

[
−1

2

(
x− xi
hσ

)2
]
, (4.41)

where Z > 0 is a normalisation factor and h > 0 a smoothing factor.
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This construction is easily generalised for multi-dimensional random variables. Given N

observations x1, x2, ..., xN of a multi-dimensional random variable x with an invertible

covariance matrix Σ, the gaussian-kernel density estimator is

fh(x) =
1

Z ′

N∑

i=1

exp

[
−1

2
(x− xi)T (h−2Σ−1)(x− xi)

]
, (4.42)

where Z ′ > 0 is a normalisation factor and h > 0 a smoothing factor.

The SciPy package [110] provides a software implementation of the gaussian-kernel density

estimator.





5

Search for B → Kνν̄ decays

The previous chapters prepared the ground for the main objective of this thesis, the

search for B → Kνν̄ decays. More specifically, the goal of this chapter is to measure two

observables: the branching fraction of the B+ → K+νν̄ and the B0 → K0
Sνν̄ modes, noted

as Br(B+ → K+νν̄) and Br(B0 → K0
Sνν̄), respectively1. If, at the end, the amount of

observed signal is not large enough for a precise measurement of the branching fractions,

upper limits are determined.

This chapter begins with the list of the input data and simulated samples (Section 5.1)

and a presentation of the event selection strategy (Section 5.2). Sections 5.3 to 5.8 detail

each step of the selection and are concluded by the definition of the signal search region.

Section 5.9 compares data and simulation in different regions of the phase space to validate

the selection procedure. Section 5.10 studies multiple sources of systematic uncertainties

that affect the measurement of the branching fractions. Section 5.11 presents the likelihood

model that is used to determine the branching fractions, and expected upper limits are

derived from simulation. Sections 5.12 and 5.13 conclude this chapter by presenting and

discussing the obtained results.

1. Charge-conjugate modes are implied throughout this chapter.

57
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5.1. Input samples

The search for B+ → K+νν̄ and B0 → K0
Sνν̄ decays is conducted with a sample of data

collected by Belle II between 2019 and 2021. Most of the data sample (189 fb−1) was

collected at the energy of the Υ (4S) resonance. This sample is referred to as the on-

resonance data. The remaining data (18 fb−1) were collected at an energy 60 MeV below

the Υ (4S) resonance and are referred to as the off-resonance data. The later sample does

not contain decays of B mesons, because the energy is not sufficient to produce them,

but this data sample is useful to study the continuum background (e+e− → qq̄ with

q = u, d, s, c, and e+e− → τ+τ−).

In addition, the following samples of simulated events are used:

• 8× 106 simulated events containing a B+ → K+νν̄ decay.

• 8× 106 simulated events containing a B0 → K0
Sνν̄ decay.

• Simulated background events corresponding to 1000 fb−1 of equivalent integrated

luminosity. Seven dominant background categories are simulated: the non-signal B

meson decays (e+e− → B+B− and e+e− → B0B0), and five continuum contributions

(e+e− → qq̄ with q = u, d, s, c, and e+e− → τ+τ−).

The simulated samples are taken from the official Belle II simulation production, that

made use of the software libraries listed in Section 3.2.8. Table 5.1 gives an overview of

the data and simulated samples.

5.2. Event selection strategy

As already detailed in Section 2.3.4, the previous searches for B → Kνν̄ decays were using

a hadronic tagging method, a semileptonic tagging method, or a combination of both.

A disadvantage of these methods is their small signal selection efficiency, well below 1%,

caused by the explicit reconstruction of the accompanying B meson in the e+e− → BB

event.

In the following, another method is developed and followed: the inclusive tagging. In this

method, the accompanying B meson is not explicitly reconstructed. Instead, the event

selection relies on a set of variables that distinguish an event containing a B → Kνν̄ decay

from the more common e+e− → BB, e+e− → qq (q = u, d, s, c), and e+e− → τ+τ− events.

A similar method that inspires this work was recently developed by the Belle collaboration

in a search for B+ → µ+ νµ decays [111].
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Table 5.1.: Data and simulated samples, and corresponding integrated luminosity (L) or num-

ber of events (# events), and energy in the centre-of-mass frame (
√
s).

Data sample L [ fb−1 ]
√
s

On-resonance 189 M(Υ (4S))

Off-resonance 18 M(Υ (4S))− 60 MeV/c2

Simulated background L [ fb−1 ]
√
s

e+e− → B+B− 1000 M(Υ (4S))

e+e− → B0B0 1000 M(Υ (4S))

e+e− → uu 1000 M(Υ (4S))

e+e− → dd 1000 M(Υ (4S))

e+e− → cc 1000 M(Υ (4S))

e+e− → ss 1000 M(Υ (4S))

e+e− → τ+τ− 1000 M(Υ (4S))

Simulated signal # events
√
s

e+e− → B+(→ K+νν̄)B− 8× 106 M(Υ (4S))

e+e− → B0(→ K0
Sνν̄)B0 8× 106 M(Υ (4S))

The steps of the event selection method are enumerated below and each is linked to a

corresponding section:

1. Particle candidate lists (Section 5.3): lists of particle candidates are defined in each

event, based on the information collected by the Belle II subdetectors.

2. Signal candidate selection (Section 5.4): in each event, one signal kaon candidate is

chosen.

3. Basic event selection (Section 5.5): simple criteria are applied to reject background

events.

4. Input variable computation (Section 5.6): a set of discriminative variables are defined

and computed for each event.

5. Binary classification (Section 5.7): the variables defined in the previous step are

computed on simulated events, and used to train binary classifiers that are employed

to finalise the event selection.
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Table 5.2.: Fraction of charged particles expected from B meson decays. The numbers are de-

rived from simulated e+e− → BB events [81].

Charged particle Fraction [%]

π± 72.8

K± 14.9

e± 5.8

µ± 4.7

p± 1.8

5.3. Particle candidate lists

This section defines general lists of particle candidates reconstructed in each event. The

charged particle candidates are all the reconstructed tracks2 satisfying the following con-

ditions:

• The transverse momentum pT of the track is between 0.1 and 5.5 GeV/c. The lower

threshold suppresses the impact from the beam background and the upper threshold

is a security threshold suppressing potentially mis-reconstructed tracks.

• The transverse impact parameter dr of the track with respect to the average inter-

action point (IP) is smaller than 0.5 cm and the longitudinal impact parameter |dz|
of the track with respect to the IP is smaller than 3 cm (see Figure 3.3 in Section 3.2

for a definition of the Belle II coordinate system). This condition filters out charged

particles that come from a region away from the IP.

• The polar angle θ of the track is within the CDC acceptance. This condition sup-

presses charged particles due to the beam background whose trajectory is close to

the beam line and that are only detected by the VXD.

At Belle II, tracks are mainly produced by pions, kaons, electrons, muons, and protons.

The likelihood of each mass hypothesis is computed by combining PID information from

the Belle II subdetectors. Each track is associated with its most-likely mass hypothesis,

with a prior probability derived from simulated e+e− → BB events (Table 5.2).

The photon candidates are built from ECL clusters fulfilling the following requirements:

2. Information about how tracks are reconstructed at Belle II can be found in [81].
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• The cluster energy E is between 0.1 and 5.5 GeV. Similarly to the pT requirement for

the tracks, the lower threshold suppresses the impact from the beam background, and

the upper threshold is a security threshold suppressing potentially mis-reconstructed

ECL clusters.

• The cluster is within the CDC acceptance. This condition suppresses clusters pro-

duced by charged particles potentially missed by the tracking system.

The K0
S candidates are reconstructed from two tracks of opposite charges that are fit to a

common vertex, meaning that only the decay K0
S → π+π−, which has a branching fraction

of approximately 70% [25], is reconstructed. The fully-neutral decay K0
S → π0π0 → 4γ,

which has a branching fraction of approximately 30% [25], is not considered, because of

a large number of potential wrong combinations of photon candidates and the presence

of neutral hadrons in the photon candidate list (mis-identified photons). The following

selection is applied on the reconstructed K0
S candidates:

• As for the charged particle candidates, each track satisfies 0.1 < pT < 5.5 GeV/c and

θ ∈ CDC acceptance.

• The mass of the K0
S candidate is in the interval [0.485, 0.510] GeV/c2 defined around

the nominal K0
S mass, which is 0.498 GeV/c2 [25].

• The cosine of the angle between the momentum of the K0
S candidate and the vector

from the average interaction point to the K0
S candidate vertex is greater than 0.98.

This requirement ensures that the K0
S candidate comes from a region close to the

average interaction point.

No explicit list of K0
L candidates is defined, but since the requirements on the photon

candidates are loose, it is expected that the K0
L contribution to the visible energy is taken

into account for K0
L producing ECL clusters.

5.4. Signal candidate selection

In a B → Kνν̄ decay, the kaon is the only particle that can be detected, since the two

neutrinos escape the detector without any interaction. An important variable that is used

during the selection of the signal candidate is the invariant mass squared of the two-

neutrino system, noted q2, which was already introduced when computing the branching

fraction of the B → Kνν̄ decay in Section 2.3.2.

If P∗B ≡ (E∗B,p
∗
B) and P∗K ≡ (E∗K ,p

∗
K) are the 4-momenta of the B meson and the kaon

in the centre-of-mass system, then the invariant mass squared of the two-neutrino system
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Figure 5.1.: Generated (q2gen) and reconstructed (q2rec) invariant mass squared of the two-

neutrino system of 105 simulated B+ → K+νν̄ decays (left) and B0 → K0
Sνν̄ decays (right).

is

q2 = (P∗B −P∗K)2 = m2
B +m2

K − 2E∗BE
∗
K + 2 p∗B · p∗K , (5.1)

wheremB andmK are the mass of theB meson and the kaon, respectively. Experimentally,

the 4-momentum of the B meson is not accessible. For this reason, an approximated q2,

called reconstructed q2, and noted q2
rec, is defined as

q2
rec = m2

B +m2
K − 2mBE

∗
K . (5.2)

Equation (5.2) is equivalent to Equation (5.1) if the 3-momentum of the B meson in the

centre-of-mass frame is neglected. This is a valid approximation since the B mesons are

nearly at rest in this frame, as already mentioned in Section 3.1.

Figure 5.1 presents the correlation between q2 and q2
rec in 105 simulated B → Kνν̄ decays,

and shows that q2
rec approximates q2 with a resolution of the order of 1 GeV2/c4. The

tail observed in the B+ → K+νν̄ case that is absent in B0 → K0
Sνν̄ is due to radiative

B+ → K+νν̄(γ) events causing an underestimation of E∗K .

Now that this variable is defined, the signal candidate selection is done as follows.

Signal K+ candidate

For the charged mode (B+ → K+νν̄), the signal K+ candidate is a track that satisfies

the criteria for charged particle candidates listed in Section 5.3. In addition, the following

conditions are imposed:
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• The track contains at least one PXD hit. This ensures an optimal resolution on the

candidate trajectory.

• The track contains at least 20 CDC hits. This requirement is recommended by the

Belle II performance group to ensure that enough information is available for the

particle identification, which is, in particular, a function of the energy loss dE/dX

within the CDC, where E is the energy of the particle candidate, and X is a distance

measured along the trajectory of the particle candidate.

• The candidate has a kaon-hypothesis likelihood (PID score) of at least 0.9. This

requirement retains approximately 60% of true kaons and rejects approximately 95%

of mis-identified kaons (mainly pions).

• Finally, in each event, all the candidates are ranked according to q2
rec, and the one

with the smallest q2
rec is chosen as the signal candidate. This choice is motivated by

the signal simulation, that shows that if a list of multiple candidates contains the

true signal K+, then the true signal K+ has the smallest q2
rec in more than 90% of

the cases.

Figure 5.2 (left) shows simulated B+ → K+νν̄ and background events in bins of q2
rec.

In the background histogram, seven background categories are stacked: the non-signal B

meson decays (e+e− → B+B− and e+e− → B0B0), and the five continuum contributions

(e+e− → qq̄ with q = u, d, s, c, and e+e− → τ+τ−).

In Figure 5.2, a correction weight is applied to the simulated signal events in order to

obtain a realistic q2-dependence of the signal branching fraction. This correction is neces-

sary, because simulation does not take into account the q2-dependence of the form factor

entering in the computation of the B → Kνν̄ branching fraction (Section 2.3.2). The

correction weight is computed as the ratio between the two distributions shown in Fig-

ure 2.5 (Section 2.3.2). Unless specified otherwise, this correction weight is applied to all

the simulated signal events in the following.

Signal K0
S candidate

For the neutral mode (B0 → K0
Sνν̄), the signal K0

S candidate is taken from the list of K0
S

candidates defined in Section 5.3. Similarly to the charged mode, the signal K0
S candidate

with the smallest q2
rec is chosen in each event. Signal simulation shows that if a list of

multiple candidates contains the true signal K0
S, then the true signal K0

S has the smallest

q2
rec in more than 90% of the cases.
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Figure 5.2.: Simulated signal and background events in bins of the reconstructed invariant mass

squared of the two-neutrino system for the B+ → K+νν̄ mode (left) and the B0 → K0
Sνν̄ mode

(right). The histograms are obtained by selecting a total of approximately 106 simulated sig-

nal events and 106 simulated background events with the criteria listed in Sections 5.3 to 5.5.

The signal histogram and the stacked background histogram are divided by the total number of

events that they contain.

Figure 5.2 (right) shows simulated B0 → K0
Sνν̄ and background events in bins of q2

rec, and

Figure 5.3 (top left) shows that the mass of the selected signal K0
S candidates is peaking

at the nominal K0
S mass, which is 0.498 GeV/c2 [25].

5.5. Basic event selection

Now that a single signal kaon candidate is selected in each event, a set of basic require-

ments, which are listed below, are imposed on each event. Signal and background distri-

butions of the variables mentioned in this section are shown in Figure 5.3.

• An event containing a B → Kνν̄ decay tends to have a smaller number of tracks than

a background event, because the decay of a signal B meson produces only one track

in the B+ → K+νν̄ case, and two tracks in the B0 → K0
Sνν̄ case. For this reason, an

event must have at most 10 (11) charged particle candidates in total when selecting

B+ → K+νν̄ (B0 → K0
Sνν̄) events. This requirement causes a small signal loss, of

the order 0.4%, while suppressing background events that have a large number of

tracks.

• In addition, an event must have at least four charged particle candidates in total.

The reason for this requirement is that at least one track is missing in an event with

three tracks, because of charge conservation, and the remaining information in such
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an event is too limited. The same argument of information limitation applies to

events with less than three tracks.

• The visible energy in an event in the centre-of-mass frame must be greater than

4 GeV. This requirement is necessary to suppress non-simulated low-multiplicity

background. An example of such background is the process e+e− → e+e−π+π−π+π−,

mediated by a pair of virtual photons, where the electron and the positron in the

final state are outside of the detector acceptance, because their trajectories are too

close to the beam line (see [112, 113, 114] for experimental results regarding this

class of processes).

• The polar angle θ of the missing momentum in an event must be within the CDC

acceptance (see Equation (4.20) for a definition of the missing momentum). This

requirement also suppresses the low-multiplicity background and more generally en-

sures that the missing momentum is not due to particles travelling outside of the

detector acceptance.

• Finally, only events whose signal kaon candidate is such that q2
rec ≥ −1 GeV2/c4 are

retained, because the events with q2
rec < −1 GeV2/c4 are mainly background events

(Figures 5.1 and 5.2).

Table 5.3 summarises the evolution of the signal selection efficiency when applying the

criteria listed in Sections 5.3 to 5.5. For the charged mode (B+ → K+νν̄), the drop of the

signal selection efficiency from 89.2% to 52.1% after the definition of the signal candidate

list is mainly due to the PID requirement used to reject the pion background (Section 5.4).

After the first step of the selection (Section 5.3), the signal selection efficiency is smaller for

the neutral mode (43.3%) than for the charged mode (89.2%), because only the channel

K0
S → π+π− is considered to define K0

S candidates, and both pions need to be in the

detector acceptance.

At this stage of the event selection, background largely dominates, and the role of the next

section is to define a set of variables that will be used in binary classification algorithms

for background suppression.



66 5. Search for B → Kνν̄ decays

Table 5.3.: Evolution of the signal selection efficiency for the charged mode (B+ → K+νν̄) and

the neutral mode (B0 → K0
Sνν̄) when applying the criteria listed in Sections 5.3 to 5.5. The

efficiency is computed by reconstructing a total of 105 simulated signal events.

Selection stage B+ → K+νν̄ [%] B0 → K0
Sνν̄ [%]

Particle candidate lists (Section 5.3) 89.2 43.3

Signal candidate list (Section 5.4) 52.1 43.3

Best signal candidate selection (Section 5.4) 50.2 42.7

Basic event selection (Section 5.5) 41.3 37.3
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Figure 5.3.: Simulated signal and background events in bins of the mass of the signal K0
S can-

didate (top left), the number of charged candidates in the event (top right), the polar angle of

the missing momentum (bottom left), and the visible energy in the centre-of-mass frame (bottom

right). The top-left plot corresponds to the neutral mode (B0 → K0
Sνν̄), the other three plots

correspond to the charged mode (B+ → K+νν̄). The histograms are obtained by selecting a to-

tal of approximately 106 simulated signal events and 106 simulated background events with the

criteria listed in Sections 5.3 to 5.5. The signal histogram and the stacked background histogram

are divided by the total number of events that they contain.
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5.6. Input variables

After the basic event selection presented in Section 5.5, a set of variables are computed

for each event. These variables are used to classify events in two categories: signal or

background. This section gives a list of variables that are candidates to serve as discrimi-

native variables used during the event classification. The classification itself, and the set

of variables that are retained for the final selection are discussed later.

The variables are organised in four categories and defined in dedicated subsections.

• Variables related to all the particle candidates in an event (Section 5.6.1).

• Variables related to the properties of the signal kaon candidate (Section 5.6.2).

• Variables related to the rest of the event (ROE), which refers to all the particle

candidates in an event that are not the signal kaon candidate (Section 5.6.3).

• Variables designed to suppress the background from D meson decays (Section 5.6.4).

The reference frame is the laboratory, unless specified otherwise. Some variables are

computed in the centre-of-mass system (CMS).

Multiple overlays of signal and background distributions are shown in this section. Sim-

ilarly to Figures 5.2 and 5.3, the histograms are obtained by selecting with the criteria

listed in Sections 5.3 to 5.5 a total of approximately 106 simulated signal events and 106

simulated background events.

Appendix A.1 contains summary tables with the list of all variables defined in this section

and complementary figures.

5.6.1. Entire event

The variables listed below are defined as a function of the momentum distribution in an

event, or as a function of observables that depend on the entire event (signal+ROE).

The definition of most of these variables is given in Section 4.2. Signal and background

distributions are shown in Figures 5.5 and 5.6 for the B+ → K+νν̄ mode. They are similar

for the B0 → K0
Sνν̄ mode (Appendix A.1).

The variables shown in Figure 5.5 are (from left to right and top to bottom):

• The normalised Fox-Wolfram moments R1, R2, and R3, defined in Section 4.2.3, and

computed in the CMS.
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BB qqB(→Kνν)B

Figure 5.4.: Momentum distribution of a typical e+e− → BB event, which tends to be spheri-

cal (left), an e+e− → B(→ Kνν)B event (middle), and an e+e− → qq event, which tends to be

jet-like (right).

• The signal-ROE modified Fox-Wolfram moments Hso
c,2, Hso

n,2, Hso
m,0, Hso

m,2, and Hso
m,4,

defined in Section 4.2.5, and computed in the CMS. The moments that depend on the

missing momentum (i.e. those with a m subscript) are particularly discriminative,

because a signal event has a large missing momentum due to the two undetected

neutrinos.

• The harmonic moments B0 and B2, defined in Section 4.2.4, with respect to the

thrust axis in the event, defined in Section 4.2.2, and computed in the CMS. The

B0 moment, which is a normalised sum of the momenta of the detected particles, is

smaller for signal events because of the two undetected neutrinos.

In the following, the tracks in the ROE are fit to a common vertex called the tag vertex.

In addition, for a given track T and a given point P , the point of closest approach of T

with respect to P , noted POCA, is defined as the point on the track T whose distance to

the point P is minimal in the transverse plane [81].

The variables shown in Figure 5.6 are (from left to right and top to bottom):

• The radial and the longitudinal distances between the POCA of the K+ candidate

track and the tag vertex, noted dr(K+, Tag Vertex) and dz(K+, Tag Vertex), re-

spectively.

• The event sphericity, defined in Section 4.2.1, and computed in the CMS. The mo-

mentum distribution of a typical e+e− → BB event tends to be spherical, and the

momentum distribution of an e+e− → qq event tends to be jet-like (Figure 5.4).

• The missing mass squared in the event Mmissing
2, defined as

Mmissing
2 = E2

missing − p2
missing, (5.3)

where Emissing and pmissing are the missing energy and the missing momentum in the

event, respectively, defined in Section 4.2.5, and computed in the CMS.
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• The polar angle of the missing momentum, noted in θ(pmissing), and computed in the

CMS.

• The square of the sum of the electric charges in the event.

• The number of tracks Ntracks, of photons Nγ , and of leptons Nlepton in the event that

pass the criteria listed in Section 5.3. Lepton candidates are obtained by selecting

tracks with an electron-hypothesis likelihood or a muon-hypothesis likelihood (PID

score) of at least 0.9.

• The magnitude of the event thrust, defined in Section 4.2.2, and computed in the

CMS.

• The cosine of the polar angle of the event thrust axis, noted cos(θ(thrust)), and

computed in the CMS.

• The cosine of the angle between the momentum line of the signal kaon candidate

and the thrust axis of the ROE, noted cos(thrustB, thrustROE), and computed in

the CMS. In a signal event, the momentum of the signal kaon is not correlated to

the momentum of the ROE particles, implying that the distribution of this variable

is approximately uniform for signal events (bottom right of Figure 5.6).

5.6.2. Signal kaon candidate

The variables listed below depend on the properties of the signal kaon candidate. Signal

and background distributions are shown in Figure 5.7 for the B+ → K+νν̄ mode and the

B0 → K0
Sνν̄ mode, some variables being specific to a certain mode.

In the following, the average interaction point is noted IP.

The variables shown in Figure 5.7 are (from left to right and top to bottom):

• The radial and the longitudinal distances between the POCA of the K+ candidate

track and the IP, noted dr(K+) and dz(K+), respectively.

• The azimuthal angle of the K+ candidate momentum at the POCA with respect to

the IP, noted φ(K+).

• The mass of the K0
S candidate, noted M(K0

S).

• The cosine of the angle between the K0
S candidate momentum line and the line from

the IP to the K0
S candidate vertex, noted cos(pK0

S
, line(IP, K0

S vertex)).
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• The cosine of the angle between the thrust axis of the signal kaon candidate and the

z axis, noted cos(thrustB, z).

• The radial and the longitudinal distances between the K0
S candidate momentum line

and the IP, noted dr(pK0
S
) and dz(pK0

S
), respectively.

5.6.3. Rest of the event

The variables listed below are functions of the properties of the ROE. Signal and back-

ground distributions are shown in Figure 5.8 for the B+ → K+νν̄ mode. They are similar

for the B0 → K0
Sνν̄ mode (Appendix A.1).

The variables shown in Figure 5.8 are (from left to right and top to bottom):

• The difference between the ROE energy in the CMS and the energy of one beam in

the CMS (
√
s/2), noted ∆EROE. This variable is one of the most discriminative ones.

The ROE with respect to a mis-identified signal kaon typically has an energy larger

than
√
s/2 (i.e. ∆EROE > 0 GeV), because in this case, the ROE is a combination of

decay products of both B mesons in an e+e− → BB event. A similar argument holds

for continuum background events (e+e−→ qq̄ with q = u, d, s, c, and e+e− → τ+τ−).

• The ROE-ROE modified Fox-Wolfram momentsRoo0 andRoo2 , defined in Section 4.2.5,

and computed in the CMS.

• The invariant mass of the ROE, noted M(ROE).

• The polar angle of the ROE momentum, noted θ(pROE).

• The magnitude of the ROE momentum, noted pROE.

• The magnitude of the ROE thrust, noted thrustROE, and computed in the CMS.

• The quality of the tag vertex fit, quantified with a p-value, noted p-value(Tag Vertex).

The p-value is close to unity when the quality of the vertex fit is good.

• The components of the vector from the IP to the tag vertex, noted dx(Tag Vertex),

dy(Tag Vertex) and dz(Tag Vertex). The Belle II coordinate system is defined in

Section 3.2.

• The variance of the transverse momentum of the ROE tracks, noted VarianceROE(pT ).
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5.6.4. D meson suppression

The variables defined below serve to suppress the background coming from D mesons

decaying into a kaon and one or two pions, and where the kaon is selected as the signal

kaon candidate. In order to suppress this background, D meson candidates are defined

by combining the signal kaon candidate with tracks in the ROE, and by fitting the tracks

to a common vertex. The D meson candidates are ranked according to the quality of the

vertex fit, and the best D meson candidate refers to the one with the best vertex fit.

For the B+ → K+νν̄ mode, D0 candidates are obtained by combining the signal K+

candidate with each track of opposite charge in the ROE, and D+ candidates are obtained

by combining the signal K+ candidate with two tracks of opposite charge in the ROE.

For the B0 → K0
Sνν̄ mode, D+ candidates are obtained by combining the signal K0

S

candidate with each track in the ROE, and D0 candidates are obtained by combining the

signal K0
S candidate with two tracks of opposite charges in the ROE.

Signal and background distributions are shown in Figure 5.9 for the B+ → K+νν̄ mode.

Figures for the B0 → K0
Sνν̄ mode are shown in Appendix A.1.

The variables shown in Figure 5.9 are (from left to right and top to bottom):

• The radial and the longitudinal distances between the best D+ candidate vertex and

the IP, noted dr(D+) and dr(D+), respectively.

• The quality of the vertex fit of the best D+ candidate, quantified with a p-value,

noted p-value(D+).

• The radial and the longitudinal distances between the best D0 candidate vertex and

the IP, noted dr(D0) and dr(D0), respectively.

• The quality of the vertex fit of the best D0 candidate, quantified with a p-value,

noted p-value(D0).

• The median of the fit quality of theD0 candidate vertices, noted Median(p-value(D0)).

• The mass of the best D0 candidate, noted M(D0). The distribution of this variable

for background events has a peak close to 1.87 GeV/c2, which is the nominal mass of

the D0 meson [25] (bottom right of Figure 5.9). The other peaks in the distribution

at lower masses are likely due to the K∗0(892) and φ(1020) resonances [25].
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Figure 5.5.: Simulated signal and background events in bins of variables related to the momen-

tum distribution in the entire event for the B+ → K+νν̄ mode. The histograms are obtained

by selecting a total of approximately 106 simulated signal events and 106 simulated background

events with the criteria listed in Sections 5.3 to 5.5. The signal histogram and the stacked back-

ground histogram are divided by the total number of events that they contain.
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Figure 5.6.: Simulated signal and background events in bins of variables related to the entire

event for the B+ → K+νν̄ mode. The histograms are obtained by selecting a total of approxi-

mately 106 simulated signal events and 106 simulated background events with the criteria listed

in Sections 5.3 to 5.5. The signal histogram and the stacked background histogram are divided

by the total number of events that they contain.
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Figure 5.7.: Simulated signal and background events in bins of variables related to the proper-

ties of the signal kaon candidate. The first line of plots corresponds to the B+ → K+νν̄ mode,

the second and the third lines of plots correspond to the B0 → K0
Sνν̄ mode. The histograms

are obtained by selecting a total of approximately 106 simulated signal events and 106 simulated

background events with the criteria listed in Sections 5.3 to 5.5. The signal histogram and the

stacked background histogram are divided by the total number of events that they contain.
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Figure 5.8.: Simulated signal and background events in bins of variables related to the ROE

for the B+ → K+νν̄ mode. The histograms are obtained by selecting a total of approximately

106 simulated signal events and 106 simulated background events with the criteria listed in Sec-

tions 5.3 to 5.5. The signal histogram and the stacked background histogram are divided by the

total number of events that they contain.
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Figure 5.9.: Simulated signal and background events in bins of variables related to the D me-

son suppression for the B+ → K+νν̄ mode. The histograms are obtained by selecting a total of

approximately 106 simulated signal events and 106 simulated background events with the criteria

listed in Sections 5.3 to 5.5. The signal histogram and the stacked background histogram are di-

vided by the total number of events that they contain.
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5.7. Binary classification

This section presents the central part of the event selection: binary classification. The

definition of binary classification and of the algorithms that are used to achieve it are

detailed in Section 4.1.

In order to separate signal and background events, two boosted decision trees, BDT1 and

BDT2, are trained for each mode (B+ → K+νν̄ and B0 → K0
Sνν̄):

• BDT1 serves as a first layer of background suppression. It uses a limited set of

discriminative variables, common for both B+ → K+νν̄ and B0 → K0
Sνν̄ modes, to

filter out the most obvious background.

• BDT2 is trained on events that pass the first layer of background suppression and

uses additional discriminative variables, including mode-specific variables, to reject

background events that are similar to signal events. The signal search region is

defined from the output of BDT2 (Section 5.8).

The reason why two classification layers are needed is the limited memory size of the

computers on which the classifiers are trained. As an illustration, if one background event

out of L � 1 is similar to a signal event, and if M � 1 such background events are

required for a proper training, then the total number of background events that need to

fit into memory during the training a single classification layer is LM . By contrast, if

BDT1 filters out the most obvious background and retains only one background event out

of N � 1, then BDT2 can be trained with only LM/N background events selected from

a large sample of LM background events.

In the next paragraphs (Section 5.7.1 and Section 5.7.2), the classifiers BDT1 and BDT2

are defined, and in Section 5.7.3, the expected classification performance is measured.

For each classifier, the same steps are followed:

• selection of the input variables;

• choice of the classifier parameters;

• check for potential overfitting.

5.7.1. First classifier (BDT1)

The first classifier, BDT1, relies on the FastBDT algorithm [95], presented in Section 4.1.

BDT1 is trained on simulated signal and background events that pass the basic selec-

tion criteria listed in Section 5.5. The seven background categories are present in the
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Table 5.4.: Number of simulated events employed in the training of the BDT1 and BDT2 classi-

fiers, depending on the targeted mode.

Classifier Mode Number of signal events Number of background events

BDT1 B+ → K+νν̄ 6.2× 105 3.6× 106

BDT1 B0 → K0
Sνν̄ 5.7× 105 1.6× 106

BDT2 B+ → K+νν̄ 1.3× 106 2.0× 106

BDT2 B0 → K0
Sνν̄ 1.2× 106 9.2× 105

background sample: e+e− → B+B−, e+e− → B0B0, e+e− → qq (q = u, d, s, c), and

e+e− → τ+τ−. The total number of selected events for the training of BDT1 are listed

in Table 5.4. An independent sample with the same number of events is used to test the

performance of the classifier.

During the training, the events are assigned the following weights:

• The signal events are weighted to reproduce the q2-dependence of the signal branch-

ing fraction (see Figure 2.5 in Section 2.3.2).

• A weight is assigned to the background events to balance the signal class and the

background class, such that the sum of the background weights is equal to the sum

of the signal weights. With this global weight, the output of BDT1 is interpreted as

a predicted signal probability, assuming a prior of 0.5 for both the signal and the

background classes.

Input variables

The BDT1 input variables are selected from the list of variable candidates presented in Sec-

tion 5.6. The variable selection relies on the variable importance, defined by Equation (4.8)

in Section 4.1.5. An initial training is done with the full list of variable candidates to mea-

sure the importance of each variable in the classification, and, for simplicity, the 12 most

important variables that are common to both modes are retained for the final training of

BDT1 (Table 5.5). The simple variable selection strategy of taking the 12 most important

variables is sufficient for BDT1, whose role is to reject the most obvious background. For

the training of BDT2, which serves as the final step of the event selection, a more elaborate

variable selection strategy is developed in Section 5.7.2.
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Table 5.5.: Importance of the 12 input variables entering the training of BDT1. The variable

importance is defined by Equation (4.8) in Section 4.1.5. The variables are defined in Section 5.6

and the used notations are summarised in Appendix A.1.

Variable B+ → K+νν̄ B0 → K0
Sνν̄

∆EROE 0.62682 0.59926

Modified Fox-Wolfram Hso
m,2 0.08731 0.09382

pROE 0.03517 0.03869

Modified Fox-Wolfram Hso
m,4 0.02372 0.01397

Modified Fox-Wolfram Roo0 0.02003 0.00876

Modified Fox-Wolfram Roo2 0.01988 0.02958

θ(pROE) 0.01813 0.01584

Harmonic Moment B0 0.01732 0.02434

cos(thrustB, thrustROE) 0.01371 0.00954

Fox-Wolfram Moment R1 0.01072 0.03725

cos(θ(thrust)) 0.00953 0.00992

Harmonic Moment B2 0.00648 0.01390

Table 5.5 shows that the two most important variables are ∆EROE and the modified Fox-

Wolfram moment Hso
m,2, which totalise approximately 70% of the separation power. These

two variables strongly depend on the missing energy and momentum in the event, and are

thus expected to provide a good discrimination between signal and background events,

because in a signal event, the energy and momentum of the two neutrinos is not detected.

Choice of the classifier parameters

The classifier parameters are tuned to maximise the area under the receiver-operating-

characteristic (ROC) curve evaluated on the test sample (AUCtest), while avoiding to fall

in an overfitting regime. The concept of ROC curve is introduced in Section 4.1.4. Only

the B+ → K+νν̄ mode is considered for the parameter tuning, assuming the optimal

parameters to be similar for the B0 → K0
Sνν̄ mode.

A grid search in the parameter space is conducted: for each of the 900 combinations of

parameter values listed in Table 5.6, a classifier is trained and the classification performance

is reported in Figure 5.10 (left), where the results are ranked according to the AUC
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Table 5.6.: Tested and chosen values of the BDT1 and BDT2 parameters. In total, 4 · 5 · 3 ·
3 · 5 = 900 combinations of parameters are tested. The definition of the parameters is given in

Section 4.1.3.

Parameter Tested values BDT1 BDT2

Number of trees [200, 500, 1000, 2000] 2000 2000

Tree depth [2, 3, 4, 5, 6] 2 3

Learning rate [0.05, 0.1, 0.2] 0.2 0.2

Sampling rate [0.5, 0.8, 1.0] 0.5 0.5

Number of equal-frequency bins [24, 26, 28, 210, 212] 28 28

measured on the training sample (AUCtrain).

On the left part of the Figure 5.10 (left), AUCtrain becomes significantly larger than

AUCtest, meaning that the classifiers are in an overfitting regime. On the right part of

Figure 5.10 (left), AUCtrain and AUCtest are closer, but the classification performance is

lower, meaning that the classifiers are in an underfitting regime.

A trade-off is found by plotting the parameter to maximise, AUCtest, as a function of the

overfitting ratio
AUCtrain −AUCtest

AUCtest
≥ 0. (5.4)

An overfitting regime is characterised by a large overfitting ratio. The result is shown in

Figure 5.10 (right), where the retained combination of classifier parameters is highlighted.

The chosen parameters are listed in Table 5.6.

Overfitting check

As an additional check, the output of BDT1 is compared for the training and the test

samples (Figure 5.11, top). As expected from the parameter selection procedure, the

overfitting is under control. An equivalent check is to show that the ROC curves computed

on the training and the test samples nearly overlap (Figure 5.11, bottom).

5.7.2. Second classifier (BDT2)

The second classifier, BDT2, relies on the XGBoost implementation of the tree boosting

algorithm [97], presented in Section 4.1.2. The advantage of XGBoost is that it offers the
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Figure 5.10.: Comparison of 900 classifiers, each trained with a certain combination of input

parameters. On the left, the classifiers are ranked according to AUCtrain, and, for each, AUCtrain

and AUCtest are shown. On the right, AUCtest as a function of the overfitting ratio. The se-

lected combination of input parameters for BDT1 is highlighted on both plots.

possibility of using a graphics processing unit (GPU) during the training, which drastically

reduces the training time compared to FastBDT3.

BDT2 is trained on simulated background and signal events that pass the selection criteria

listed in Section 5.5 and that also satisfy BDT1 > 0.9. For both modes (B+ → K+νν̄ and

B0 → K0
Sνν̄), the selection BDT1 > 0.9 retains approximately 85% of the signal events

and reject 98% of the background events in the test sample of BDT1. The total number

of selected events for the training of BDT2 are listed in Table 5.4. An independent sample

with the same number of events is used to test the performance of the classifier. As for

BDT1, a global weight is used to balance the signal class and the background class.

Input variables

The input variable selection strategy for BDT2 is more elaborate than the strategy used

for BDT1, because BDT2 is the final stage of the event selection, so it is important to not

reject an input variable that could contribute to the classification performance.

For the B+ → K+νν̄ mode and the B0 → K0
Sνν̄ mode, a total of 47 and 46 input variable

candidates are considered, respectively. For each mode, a first classifier is trained with

the entire set of input variable candidates. The next step is to remove the least important

variable and to train a new classifier on the restricted set of input variable candidates.

3. FastBDT is chosen for BDT1, because unlike XGBoost, it is fully integrated into the software used

for the distributed computing needed for the first steps of the selection.
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Figure 5.11.: Simulated signal and background events taken from the training and the test

samples in bins of the BDT1 output for the B+ → K+νν̄ mode (upper left) and the B0 → K0
Sνν̄

mode (upper right), and corresponding ROC curves (bottom left and bottom right), showing

how the true positive rate and the false positive rate evolve when scanning all possible lower

thresholds on the BDT1 output.

The loss in AUCtest caused by the removal of the variable, noted ∆(AUCtest), is stored.

This process is repeated until all the variables but one are removed from the training.

Figure 5.12 shows the result of this procedure by plotting the cumulative sum of the

AUCtest loss as a function of the number of removed variables. The removal of approxi-

mately 10 variables has no impact on the classification performance. For each mode, the

35 variables with the largest loss are retained for the final training of BDT2 (Tables 5.7

and 5.8).

Choice of the classifier parameters

For the choice of the BDT2 parameters, the method used for BDT1 is replicated. Again,

only the B+ → K+νν̄ mode is considered for the parameter tuning, assuming the optimal



84 5. Search for B → Kνν̄ decays

0 10 20 30 40 50
Number of removed variables

0.30

0.25

0.20

0.15

0.10

0.05

0.00

(A
U

C
te

st
)

K +
Belle II simulation

0 10 20 30 40 50
Number of removed variables

0.30

0.25

0.20

0.15

0.10

0.05

0.00

(A
U

C
te

st
)

K0
S

Belle II simulation

Figure 5.12.: Cumulative sum of the AUCtest loss caused by the iterative removal of input vari-

ables from the training of BDT2 for the B+ → K+νν̄ mode (left) and the B0 → K0
Sνν̄ mode

(right).

parameters to be similar for the B0 → K0
Sνν̄ mode.

A grid search in the parameter space is conducted: for each of the 900 combinations of

parameter values listed in Table 5.6, a classifier is trained and the classification performance

is reported in Figure 5.13.

The chosen parameters result from a trade-off between the parameter to maximise, AUCtest,

and the overfitting ratio (AUCtrain−AUCtest)/AUCtest. These parameters are highlighted

in Figure 5.13 and listed in Table 5.6.

Overfitting check

The check for potential BDT2 overfitting is the same as the one used for BDT1. The BDT2

output and the ROC curves computed on the training and the test samples are shown in

Figure 5.14. As for BDT1, the overfitting is under control.

5.7.3. Expected classification performance

A more concrete idea of the classification performance is given by comparing the ex-

pected significance S/
√
S +B of the selection and the signal efficiency when scanning

lower thresholds on the output of BDT1 and BDT2, where S and B are the expected

number of signal and background events, respectively.

In a data sample corresponding to an integrated luminosity of L, and for a given signal

selection efficiency εsig, the expected number of selected events containing a B+ → K+νν̄
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Figure 5.13.: Comparison of 900 classifiers, each trained with a certain combination of input

parameters. On the left, the classifiers are ranked according to AUCtrain, and, for each, AUCtrain

and AUCtest are shown. On the right, AUCtest as a function of the overfitting ratio. The se-

lected combination of input parameters for BDT2 is highlighted on both plots.

decay is

S = εsig · L · σ(e+e− → Υ (4S)) · 2 · Br(Υ (4S)→ B+B−) · Br(B+ → K+νν̄), (5.5)

where σ(e+e− → Υ (4S)) is the cross-section of the Υ (4S) production, and the factor of

two is due to the two B mesons present in each Υ (4S) decay. For the B0 → K0
Sνν̄ mode,

the equation becomes

S = εsig · L · σ(e+e− → Υ (4S)) · 2 · Br(Υ (4S)→ B0B0) · Br(B0 → K0
Sνν̄). (5.6)

The predicted branching fraction of B+ → K+νν̄ and B0 → K0
Sνν̄ is given by Equa-

tion (2.12) in Section 2.3.2. The values of the other factors are [25, 115]:

σ(e+e− → Υ (4S)) = (1.10± 0.02)× 106 fb,

Br(Υ (4S)→ B+B−) = 0.514± 0.06,

Br(Υ (4S)→ B0B0) = 0.486± 0.06.

(5.7)

To correct for multiple sources of mis-modelling, and to obtain a more realistic value of

the significance, each simulated event is given a correction weight in the calculation of S

and B:

• The selection efficiency of the PID requirement imposed on signal K+ candidates

(Section 5.4) differs between data and simulation. By comparing data and simula-

tion, the Belle II performance group provides weights that correct for the efficiency

difference. These weights are functions of the transverse momentum pT and the
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Figure 5.14.: Simulated signal and background events taken from the training and the test

samples in bins of the BDT2 output for the B+ → K+νν̄ mode (upper left) and the B0 → K0
Sνν̄

mode (upper right), and corresponding ROC curves (bottom left and bottom right), showing

how the true positive rate and the false positive rate evolve when scanning all possible lower

thresholds on the BDT2 output.

polar angle θ of the signal K+ candidate. They apply to all signal and background

samples, but only when searching for the charged mode (B+ → K+νν̄), because

there is no PID requirement for the neutral mode (B0 → K0
Sνν̄).

• As already mentioned in Section 5.4, simulation does not take into account the q2-

dependence of the form factor entering in the computation of the B → Kνν̄ branch-

ing fraction (Section 2.3.2). A correction weight is applied to the simulated signal

events to produce a realistic q2-dependence of the signal branching fraction. This

weight is computed as the ratio between the two distributions shown in Figure 2.5

(Section 2.3.2).

The total correction weight for a simulated event is the product of all the weights that

apply to this events. Appendix A.3 gives an overview of all the correction weights that

are used at the end of the analysis.
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Figure 5.15.: Evolution of the signal selection efficiency and expected significance for an inte-

grated luminosity of 189 fb−1 when scanning lower thresholds on the BDT1 and BDT2 outputs,

for the B+ → K+νν̄ mode (left) and the B0 → K0
Sνν̄ mode (right). The selection BDT1 > 0.9 is

already applied at this stage.

Figure 5.15 presents the expected significance for an integrated luminosity of 189 fb−1 as

a function of the signal selection efficiency when scanning lower thresholds on the BDT1

and BDT2 outputs. The classification performance is evaluated on test samples where the

requirement BDT1 > 0.9 is already applied. As expected, BDT2 has a better performance

than BDT1, since BDT2 is trained with more input variables and more events in the region

BDT1 > 0.9.

The maximum of significance is obtained for signal selection efficiencies of the order of 4%,

far greater than the efficiencies obtained with the hadronic or the semileptonic tagging

method (see Table 2.3 in Section 2.3.4).
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Table 5.7.: Input variable candidates ranked according to the AUCtest loss caused by their re-

moval from the BDT2 training for the B+ → K+νν̄ mode. The 35 variables with the largest loss

(above the dotted line) are retained for the final training of BDT2. The variables are defined in

Section 5.6 and the used notations are summarised in Appendix A.1.

Variable ∆(AUC)

Modified Fox-Wolfram Hso
m,2 −0.53286

cos(thrustB, thrustROE) −0.11077

Median(p-value(D0)) −0.06013

p-value(Tag Vertex) −0.02718

M(D0) −0.02297

θ(pmissing) −0.02144

∆EROE −0.01536

Modified Fox-Wolfram Roo2 −0.01272

p-value(D+) −0.01123

Nlepton −0.00946

Total charge squared −0.00889

dz(K+, Tag Vertex) −0.00881

dr(K+) −0.00688

θ(pROE) −0.00641

Modified Fox-Wolfram Hso
n,2 −0.00497

Modified Fox-Wolfram Hso
c,2 −0.00436

Modified Fox-Wolfram Hso
m,4 −0.00409

pROE −0.00398

Mmissing
2 −0.00354

Sphericity −0.00333

Fox-Wolfram Moment R2 −0.00299

Ntracks −0.00263

Nγ −0.00223

dr(D+) −0.00220

Variable ∆(AUC)

dx(Tag Vertex) −0.00212

p-value(D0) −0.00198

dz(Tag Vertex) −0.00176

Fox-Wolfram Moment R1 −0.00126

cos(thrustB, z) −0.00125

cos(θ(thrust)) −0.00121

Modified Fox-Wolfram Roo0 −0.00088

VarianceROE(pT ) −0.00088

Fox-Wolfram Moment R3 −0.00058

dr(K+, Tag Vertex) −0.00057

Harmonic Moment B0 −0.00045

dy(Tag Vertex) −0.00036

dr(D0) −0.00033

M(ROE) −0.00032

thrustROE −0.00019

dz(D0) −0.00019

dz(K+) −0.00018

dz(D+) −0.00012

Ntracks +Nγ −0.00010

Harmonic Moment B2 −0.00004

φ(K+) −0.00003

Modified Fox-Wolfram Hso
m,0 +0.00003

Thrust +0.00013
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Table 5.8.: Input variable candidates ranked according to the AUCtest loss caused by their re-

moval from the BDT2 training for the B0 → K0
Sνν̄ mode. The 35 variables with the largest loss

(above the dotted line) are retained for the final training of BDT2. The variables are defined in

Section 5.6 and the used notations are summarised in Appendix A.1.

Variable ∆(AUC)

Modified Fox-Wolfram Hso
m,2 −0.68504

cos(thrustB, thrustROE) −0.07418

θ(pmissing) −0.03280

cos(pK0
S
, line(IP, K0

S vertex)) −0.02363

Fox-Wolfram Moment R2 −0.01403

Modified Fox-Wolfram Roo2 −0.01384

∆EROE −0.00724

Nlepton −0.00636

Modified Fox-Wolfram Hso
m,4 −0.00613

θ(pROE) −0.00612

dz(pD0) −0.00560

Modified Fox-Wolfram Hso
c,2 −0.00503

pROE −0.00436

p-value(Tag Vertex) −0.00428

Modified Fox-Wolfram Hso
n,2 −0.00386

Ntracks −0.00360

Nγ −0.00290

p-value(D+) −0.00268

Harmonic Moment B0 −0.00257

dz(pK0
S
, Tag Vertex) −0.00228

Total charge squared −0.00203

dx(Tag Vertex) −0.00188

Sphericity −0.00171

Variable ∆(AUC)

M(K0
S) −0.00137

cos(thrustB, z) −0.00135

Mmissing
2 −0.00121

dr(pK0
S
) −0.00113

dz(Tag Vertex) −0.00106

cos(θ(thrust)) −0.00095

Fox-Wolfram Moment R3 −0.00080

Modified Fox-Wolfram Hso
m,0 −0.00071

M(D0) −0.00068

VarianceROE(pT ) −0.00061

dz(pK0
S
) −0.00054

Fox-Wolfram Moment R1 −0.00042

M(D+) −0.00040

dr(pK0
S
, Tag Vertex) −0.00034

Modified Fox-Wolfram Roo0 −0.00030

M(ROE) −0.00022

Ntracks +Nγ −0.00021

dr(pD0) −0.00019

dy(Tag Vertex) −0.00018

dz(pD+) −0.00011

Thrust −0.00007

Harmonic Moment B2 −0.00002

thrustROE +0.00008
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Figure 5.16.: Signal selection efficiency as a function of the lower threshold on the BDT2 out-

put for the B+ → K+νν̄ mode (left) and the B0 → K0
Sνν̄ mode (right). The result of a fit with

a piecewise-linear function is overlaid.

5.8. Signal search region

Now that the event classifiers are trained, the role of this section is to finalise the event

selection strategy by defining a region of the phase space where a binned-likelihood model

will be fit to data in order to determine Br(B → Kνν̄). Section 5.8.1 defines this region,

called the signal search region. Section 5.8.2 discusses the expected background events

that survive the selection.

5.8.1. Definition

The signal search region is defined by a lower threshold on the BDT2 output. However,

the BDT2 output has no intuitive physical interpretation. For this reason, before defining

the signal search region, lower thresholds on the BDT2 output are first translated into

corresponding signal selection efficiencies. This is done in Figure 5.16, which shows the

signal selection efficiency εsig as a function of the lower threshold on the BDT2 output.

A fit with a piecewise-linear function allows to define a bijection between εsig and BDT2.

The next step is to define the signal selection efficiency quantile ε̃sig as

ε̃sig ≡ 1− εsig(BDT2), (5.8)

where εsig(BDT2) is the signal selection efficiency resulting from the fit shown in Fig-

ure 5.16. For example, imposing the condition ε̃sig > 0.9 is equivalent to selecting events

with the BDT2 classifier such that 10% of the signal events survive the total selection.
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Figure 5.17.: Bin numbering scheme of the signal search region, defined as a function of the

signal selection efficiency quantiles, defined in Equation (5.8), and the reconstructed invariant

mass squared of the two-neutrino system q2rec, defined in Equation (5.2) in Section 5.4.

Building on this, the signal search region is defined as ε̃sig > 0.92, which for both modes

includes the region of maximum of expected significance (see Section 5.7.3). The signal

search region is divided in 4× 3 bins in the ε̃sig × q2
rec space: [0.92, 0.94, 0.96, 0.98, 1.00]×

[−1, 4, 8, 25] GeV2/c4. The boundaries of the q2
rec bins are chosen to match the bins in

the theoretical reference [55]. Figure 5.17 defines the bin numbering scheme of the signal

search region that is used in the following.

By definition, the total signal selection efficiency in the signal search region is 8%, but this

efficiency is not flat in bins of the invariant mass squared of the two-neutrino system q2

(Figure 5.18). For q2 ≈ 0 GeV2/c4, the signal selection efficiency is of the order of 15% for

the B+ → K+νν̄ mode, and of the order of 18% for the B0 → K0
Sνν̄ mode. The signal

selection efficiency drops as q2 increases, meaning that lower-momentum signal kaons are

harder to distinguish from background. A peaking signal selection efficiency in the low-q2

region is a interesting property to constrain models that predicts a contribution from new

light particles (see Section 2.3.3). Note that a direct comparison between the two modes

is not fair, because in the neutral mode, only K0
S, not K0

L, are selected, meaning that the

selection efficiency of B0 → K0νν̄ decays at q2 ≈ 0 GeV2/c4 is 18/2 = 9%.

5.8.2. Expectation

Figure 5.19 shows the expected signal and background yields in the signal search region

for an integrated luminosity of 189 fb−1. At the top of the figure, four bins of the signal

quantiles ε̃sig are displayed, each containing 2% of the total signal sample. By construction,

the signal distribution is flat in bins of ε̃sig. At the bottom of the same figure, these four
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Figure 5.18.: Signal selection efficiency in the signal search region in bins of the invariant mass

squared of the two-neutrino system for the B+ → K+νν̄ mode (left) and the B0 → K0
Sνν̄ mode

(right). Note that this is the simulated q2, not q2rec.

ε̃sig bins are further divided in three q2
rec bins. The fact that the lowest-q2

rec bin contains

more signal events in the final ε̃sig bin indicates a negative correlation between the BDT2

output, on which ε̃sig is defined, and q2
rec. In other words, BDT2 tends to select low-q2

rec

events, as already anticipated above by the signal selection efficiency drop for large q2

(Figure 5.18).

To obtain the expected yields in Figure 5.19, simulated background samples correspond-

ing to 800 fb−1 of equivalent integrated luminosity are weighted to match the integrated

luminosity of the data sample (189 fb−1). In addition, 4 × 106 simulated signal events

are weighted before the selection to match the total number of expected signal events

in 189 fb−1 of data (Section 5.7.3). Note that in Figure 5.19, the signal expectation is

upscaled by a factor of 100 to help the visualisation.

As explained in Section 5.4, a single signal kaon candidate is chosen in each event. In the

signal search region, the signal kaon candidate is the correct one in 99.9% of the selected

simulated B+ → K+νν̄ events, and in 99.7% of the selected simulated B0 → K0
Sνν̄ events.

For the charged mode (B+ → K+νν̄), the background contributing the most in the signal

search region is the charged B meson background. For the neutral mode (B0 → K0
Sνν̄),

the neutral B meson background contributes more than the charged B meson background,

as expected, but the e+e− → cc background remains also a relatively large source of

background in the last bins of the signal search region. The reason for the large e+e− → cc

contribution to the neutral mode is unclear, but may be due to a less effective continuum-

background suppression in the neutral case, because several discriminative variables are

based on impact parameters, and the precision on the direction of the kaon momentum is
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Figure 5.19.: Expected number of signal and background events for 189 fb−1 of data in bins of

efficiency quantiles (top), and in bins of the signal search region (bottom), for the B+ → K+νν̄

mode (left), and the B0 → K0
Sνν̄ mode (right). The signal expectation is upscaled by a factor of

100. The bins of the signal search region are defined in Figure 5.17.

lower in the K0
S case, where two tracks are fit to a common vertex, than in the K+ case.

The simulated B meson decays contributing the most in the signal search region are the

semileptonic B → D(∗)`ν decays (` = e, µ), where a kaon from the D meson decay is

selected as the signal kaon candidate. These decays represent more than 50% of the

B meson background in the signal search region for both the charged and the neutral

modes, and their presence motivates the use of discriminative variables focusing on the D

meson suppression during the classification. Details on the composition of the B meson

background in the signal search region are given in Appendix A.2.

Another source of B meson background comes from the cross-feed of non-signal decays that

are also of the B → K(∗)νν̄ type. For example, the signal search region of the B+ → K+νν̄

mode may be polluted by events containing a B0 → K0νν̄ decay, a B → K∗0νν̄ decay, or a

B → K∗+νν̄ decay. To study this background, simulated events of each decay category are
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Figure 5.20.: Expected number of signal events for 189 fb−1 of data in bins of the signal search

region, for the B+ → K+νν̄ mode (left), and the B0 → K0
Sνν̄ mode (right), and expected num-

ber of events from other B → K(∗)νν̄ modes. The bins of the signal search region are defined in

Figure 5.17.

reconstructed, selected, and weighted to match the number of events expected in 189 fb−1

of data. Figure 5.20 shows that the expected cross-feed from the other B → K(∗)νν̄

modes is at the order of 10% with respect to the expected signal yield in the signal search

region. In simulation, these background decays are included in the e+e− → B+B− and

e+e− → B0B0 background samples and do not receive a special treatment.

Intermission

In the previous sections (Sections 5.3 to 5.8), only simulated samples are used to define

the selection of B → Kνν̄ decays and to determine the expected significance and efficiency

of the selection.

In principle, since the bins of the signal search region are defined in Section 5.8, it would

be possible to apply the same selection on simulated and data events, to fit the binned-

likelihood model introduced in Section 4.4, and to determine Br(B → Kνν̄) with no

further considerations.

However, this näıve approach would neglect any kind of discrepancy between data and

simulation, and several preparatory steps are still needed:

• In Section 5.9, data and simulation are compared in different regions of the phase

space to validate the selection procedure.
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• In Section 5.10, the impact of mis-modelling on the determination of Br(B → Kνν̄)

is quantified via the introduction of multiple systematic uncertainties.

Finally, Sections 5.11 and 5.12 focus on the fit of the model to the data and the determi-

nation of Br(B → Kνν̄), or a least of an upper limit on Br(B → Kνν̄).

5.9. Comparison between data and simulation

As mentioned above, the role of this section is to validate the selection procedure by

comparing data and simulation in several regions where the signal is absent or negligible

compared to the background. This absence or negligible amount of signal is important to

avoid biasing the signal selection strategy (closed-box principle).

• In Section 5.9.1, a validation channel, B → KJ/ψ , is employed to verify that the

classifiers behave similarly for events taken from simulation and from data.

• In Section 5.9.2, the agreement between continuum background simulation and off-

resonance data is examined.

• In Section 5.9.3, a method to correct the mis-modelling of the continuum background

is presented.

• In Section 5.9.4, simulation and on-resonance data events that are close to the signal

search region are compared.

5.9.1. Validation channel

The B → KJ/ψ decay, with J/ψ decaying into a pair of muons, is employed to verify that

the classifiers BDT1 and BDT2 behave similarly for events taken from simulation and from

data. A first advantage of the B → KJ/ψ decay is a relatively large branching fraction,

of the order of 10−3 [25]. Another advantage is that this decay can be selected with high

purity with requirements on the invariant mass of the J/ψ candidate and the energy of

the B candidate. The following procedure is applied:

1. B → KJ/ψ (→ µ+µ−) decays are selected in data and in simulated samples. The

data sample is the full on-resonance data sample corresponding to 189 fb−1 of inte-

grated luminosity, and a dedicated simulated sample of B → KJ/ψ decays is used in

addition. The selection of the kaon candidate in B → KJ/ψ (→ µ+µ−) is identical

as the one used for B → Kνν̄ (Section 5.4). The muon candidates are tracks of
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opposite charges that satisfy the basic criteria listed in Section 5.3. In addition,

the muon candidates are required to have a muon-hypothesis likelihood (PID score)

larger than 0.5. Finally, the following conditions are imposed to ensure a high-purity

sample of B → KJ/ψ decays:

∣∣∣Mµµ −MPDG
J/ψ

∣∣∣ < 0.05 GeV/c2,

|∆E| ≡
∣∣∣∣E∗B −

√
s

2

∣∣∣∣ < 0.1 GeV,

Mbc ≡
√(√

s

2c2

)2

−
(
p∗B
c

)2

> 5.25 GeV/c2,

(5.9)

where Mµµ is the invariant mass of the two-muon system, MPDG
J/ψ is the known mass

of J/ψ [25], ∆E is the energy difference in the centre-of-mass system between the

energy of the B meson candidate E∗B and half of the collision energy
√
s, and where

the beam-constrained mass Mbc is defined as a function of the momentum of the B

meson candidate in the centre-of-mass system p∗B. Figure 5.21 shows Mµµ, ∆E and

Mbc for data and simulated events after this selection. As expected, the sample has

a high purity.

2. For each selected event in step 1, the two muon candidates are removed and the

kaon candidate is replaced with a kaon sampled from simulated B → Kνν̄ events.

By doing so, the B → KJ/ψ (→ µ+µ−) events (both data and simulated events)

are modified in order to mimic B → Kνν̄ events. This modification is called signal

embedding, because the B → KJ/ψ decay is removed and replaced by a B → Kνν̄

decay, while the rest of the event is left unmodified.

3. All the classifier input variables are recalculated for the modified events resulting

from step 2, and the outputs of BDT1 and BDT2 are examined.

Figure 5.22 presents the result of this procedure. Without the muon removal and the kaon

replacement, the B → KJ/ψ (→ µ+µ−) events are categorised as background, as they

should be. By contrast, after the signal embedding procedure, the events are categorised

as signal, and there is a good agreement between data and simulation.

In Figure 5.23, data and simulated B → KJ/ψ events after the signal embedding procedure

are compared in bins of the signal search region (i.e. 0.92 < ε̃sig ≤ 1). There is a reasonable

agreement between data and simulation for the shape of the distribution. If the selection

efficiency in the signal search region is noted εsimulation for simulation and εdata for data,

the ratio between the two indicates a normalisation discrepancy of 8%, consistent for the
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Figure 5.21.: Simulated and data events satisfying the B → KJ/ψ (→ µ+µ−) selection criteria

in bins of the beam-constrained mass of the B meson candidate (left), the ∆E of the B meson

candidate (middle), the mass of the two-muon system (right), for the B+ → K+J/ψ mode (top)

and the B0 → K0
SJ/ψ mode (bottom).

charged and the neutral modes:

εdata

εsimulation
= 1.08± 0.04 for B+ → K+J/ψ events,

εdata

εsimulation
= 1.08± 0.07 for B0 → K0

SJ/ψ events.
(5.10)

The normalisation discrepancy is not visible in Figure 5.23, because only the shape of the

distributions is shown. This 8% normalisation discrepancy will be treated as a source of

systematic uncertainty in Section 5.10.

5.9.2. Off-resonance data and simulation

The data sample collected at an energy 60 MeV below the Υ (4S) resonance, corresponding

to an integrated luminosity of 18 fb−1, does not contain e+e− → B+B− nor e+e− → B0B0

events and is used for two purposes:
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Figure 5.22.: Simulated and data events in bins of BDT1 (main figure) and BDT2 when re-

stricting to the region BDT1 > 0.9 (inset), for the charged mode (left) and for the neutral

mode (right). Five samples are compared: simulated B → Kνν̄ events (filled red histogram),

unmodified data and simulated B → KJ/ψ events (blue dots and blue histogram peaking at

BDT1 = 0), and data and simulated B → KJ/ψ events after the signal embedding procedure,

noted B → K��J/ψ (red dots and red histogram peaking at BDT2 = 1). The simulation his-

tograms are scaled to the total number of B → KJ/ψ events selected in data.

• To validate and correct the modelling of the continuum background simulation (this

section and Section 5.9.3).

• To constrain the normalisation of the continuum background samples in the binned-

likelihood model (Sections 5.11 and 5.12).

Figure 5.24 compares the off-resonance data and the continuum background simulation

in bins of ∆EROE in the region 0.75 < ε̃sig ≤ 1.0 for the charged mode selection (B+ →
K+νν̄). In this region, a global normalisation discrepancy factor Data

Simulation of 1.33 is

observed with respect to the expectation from the measured integrated luminosity. In

Figure 5.24, the expectations are scaled up by this factor of 1.33 in order to facilitate the

comparison of the distribution shapes. In the signal search region (i.e. 0.92 < ε̃sig ≤ 1.0),

the global normalisation discrepancy factor increases to a value of 1.5, which will be taken

into account in the systematic uncertainties (Section 5.10).

The reason for this normalisation discrepancy is unclear, but may be due to mis-modelling

of the quark fragmentation in the PYTHIA library, mentioned in Section 3.2.8. In [116],

the Belle collaboration compares several PYTHIA tunings that cause a spread in the

simulated cross-sections. In [77], the Belle collaboration is also mentioning a normalisation

discrepancy for the continuum background simulation.

In addition to the normalisation discrepancy, Figure 5.24 shows that the continuum back-

ground suffers from mis-modelling that affects the shape of ∆EROE. This specific variable
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Figure 5.23.: Data and simulated B → KJ/ψ events after the signal embedding procedure in

bins of the signal search region for the charged mode (left) and the neutral mode (right). The

data and simulation histograms are divided by the total number of events that they contain. The

bins of the signal search region are defined in Section 5.8.

is chosen as an example, because the effect of the mis-modelling on the distribution is par-

ticularly visible. This data-simulation disagreement is mitigated by applying correction

weights to the simulated events, and these correction weights are defined below.

5.9.3. Correction of the continuum mis-modelling

Following [117], the continuum background simulation is corrected by applying the method

presented below:

1. A new binary classifier, BDTc, is trained to separate off-resonance data events (con-

sidered here as signal) and simulated continuum events (considered here as back-

ground). If the modelling of the continuum background was perfect, the classifier

would not be able to distinguish between data and simulation, and BDTc would peak

at 0.5 for both data and simulated events. In case of mis-modelling, some events are

more data-like (BDTc > 0.5) and others are more simulation-like (BDTc < 0.5).

2. For each simulated continuum event, BDTc is interpreted as an estimate of the

likelihood for this event to come from data, and 1 − BDTc is an estimate of the

likelihood for this event to come from simulation. Thus, the continuum background

simulation is corrected by applying to each simulated event a weight wc corresponding

to the likelihood ratio wc ≡ BDTc/(1 − BDTc). Since wc becomes arbitrarily large

if BDTc → 1, a security ensures that weights larger than 5 are set to 5. Moreover,

to avoid affecting the background normalisation, wc is divided by its average value.
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Figure 5.24.: Simulated continuum background events and off-resonance data events in bins of

∆EROE in the region 0.75 < ε̃sig ≤ 1.0. The simulation histograms are scaled up by 33% with

respect to the expectation to correct for the normalisation discrepancy observed in this region.

The statistical uncertainty due to simulation is indicated by the hashed area.

Table 5.9.: Number of events employed in the training of the BDTc classifier, depending on the

mode. The signal events are off-resonance data events, and the background events are simulated

continuum events.

Mode Number of signal events Number of background events

B+ → K+νν̄ 2.5× 104 2.3× 105

B0 → K0
Sνν̄ 2.5× 104 2.0× 105

The input variables of BDTc are the same as the input variables of BDT2 (Section 5.7.2),

plus q2
rec and the output of BDT2. The data events used for the BDTc training are

selected from the off-resonance sample corresponding to 18 fb−1 of integrated luminosity.

The simulated continuum background events are selected from a sample of 100 fb−1 of

equivalent integrated luminosity. BDTc is trained in the region 0.75 < ε̃sig ≤ 1.0, and the

number of events used for the training are summarised in Table 5.9. Since the number of

data events used in the training is rather small (O(104)), the classifier parameters, listed

in Table 5.10, are chosen to strongly suppress the overfitting.

Figure 5.25 (left) diplays the output of BDTc. In this figure, only a half of the data and

simulated samples are used for the training of BDTc, and the other half are used as inde-

pendent test samples, to check that the overfitting is under control. For the final training



5.9. Comparison between data and simulation 101

Table 5.10.: Parameters of the BDTc classifier.

Parameter Value

Number of trees 2000

Tree depth 1

Learning rate 0.01

Sampling rate 0.01

Number of equal-frequency bins 28
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Figure 5.25.: Simulated continuum background events and off-resonance data events from the

training and the test samples of BDTc in bins of the BDTc output for the B+ → K+νν̄ mode.

On the left, no weight is applied. On the right, each simulated continuum background event is

assigned a weight wc ≡ BDTc/(1− BDTc).

of BDTc, the entire data and simulated samples are used. On the right of Figure 5.25, the

simulated continuum background events are rescaled with weights wc ≡ BDTc/(1−BDTc).

As anticipated, the weights make the simulation distribution more similar to the data dis-

tribution.

Figure 5.26 shows how the data-simulation agreement for ∆EROE and q2
rec is improved

when applying the correction weights wc to each event of the continuum background

simulation in the region 0.75 < ε̃sig ≤ 1.0 for the charged mode selection (B+ → K+νν̄).

Unless specified otherwise, the wc correction weights are always applied to the simulated

continuum background events in the following. Appendix A.3 gives an overview of all the

correction weights that are applied to simulated events.
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Figure 5.26.: Simulated continuum background events and off-resonance data events in bins

of ∆EROE (top) and q2rec (bottom) in the region 0.75 < ε̃sig ≤ 1.0. On the left, no weight

is applied. On the right, each simulated continuum background event is assigned a weight

wc ≡ BDTc/(1 − BDTc). The simulation histograms are scaled up by 33% with respect to the

expectation to correct for the global normalisation discrepancy observed in this region.

Figure 5.27 compares the off-resonance data and simulated continuum background events

in the bins of the signal search region after the application of the wc weights for the charged

and neutral mode selections. Data and simulation are in good agreement if the simulation

is upscaled by a factor of 1.5 to correct for the normalisation discrepancy already mentioned

in the previous section.

5.9.4. On-resonance data and simulation

In this section, the on-resonance data and simulation are compared in the region 0.75 <

ε̃sig < 0.90, where the amount of expected signal with respect to background is negligible.

The data events are selected from the on-resonance sample corresponding to 189 fb−1 of
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Figure 5.27.: Simulated continuum background events and off-resonance data events in bins of

the signal search region for the B+ → K+νν̄ mode (left) and the B0 → K0
Sνν̄ mode (right). The

simulation histograms are scaled up by 50% with respect to the expectation to correct for the

global normalisation discrepancy observed in this region. The bins of the signal search region are

defined in Section 5.8.

integrated luminosity. The simulated background events are selected from a sample of

800 fb−1 of equivalent integrated luminosity, and the events are weighted to match the

integrated luminosity of data. The simulated signal events are selected from a sample of

4× 106 simulated B → Kνν̄ events, and are also weighted to match the expected number

of signal events in 189 fb−1 of data (Equations (5.5) and (5.6) in Section 5.7.3).

Figure 5.28 compares on-resonance data and simulation for q2
rec and ε̃sig in the region

0.75 < ε̃sig < 0.90. The simulated continuum background events are weighted following the

procedure described in Section 5.9.3. In addition, the continuum background normalisation

discrepancy factor of 1.5 observed in Section 5.9.2 is applied to the simulated continuum

background events. After this upscaling of the continuum background, the normalisation

discrepancy between data and simulation is of 2% for the charged mode (B+ → K+νν̄),

and 3% for the neutral mode (B0 → K0
Sνν̄). This shows that the normalisation discrepancy

mainly comes from the continuum background, not from the B meson background. This

residual discrepancy will be treated as a source of systematic uncertainty in Section 5.10.

If the simulation yields are upscaled to correct for this residual normalisation discrepancy,

the agreement between data and simulation is excellent.
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Figure 5.28.: Simulated signal and background events and on-resonance data events in bins of

ε̃sig (top) and in bins of q2rec (bottom), for the B+ → K+νν̄ mode (left) and the B0 → K0
Sνν̄

mode (right), in the region 0.75 < ε̃sig < 0.9. The simulated continuum background is scaled up

by 33% with respect to the expectation to correct for the normalisation discrepancy observed in

Section 5.9.3. After this continuum background scaling, the normalisation discrepancy between

data and simulation is of 2% for the charged mode, and 3% for the neutral mode. This residual

normalisation discrepancy is corrected for by upscaling all the simulated samples to match data.

The signal expectation is independently upscaled by a factor of 103 to help the visualisation.
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5.10. Systematic uncertainties

This section is dedicated to the evaluation of the systematic uncertainties that affect the

measurement of the signal branching fraction. Several tools that are used in this section

are introduced in the previous chapter. In particular, the reader can refer to Sections 4.3

and 4.4, which explain in particular how the binned-likelihood model is defined, and how

variation vectors are derived from a covariance matrix.

To summarise briefly, a source of systematic uncertainty enters the likelihood model via a

set of nuisance parameters that apply variations to the nominal expectations in the bins

of the signal search region.

On one hand, nuisance parameters that apply a normalisation variation are noted µs,

with the index s corresponding to a certain background or signal sample. In the likeli-

hood model, the prior distribution of a normalisation nuisance parameter is a Gaussian

density centered at unity (no variation) and whose width is an input to the model (Equa-

tion (4.35)).

On the other hand, nuisance parameters that apply an additive variation are noted θ
(sys)
i ,

with (sys) designating a certain source of systematic uncertainty, and i an index used if

multiple nuisance parameters are associated to a single source of systematic uncertainty.

Each additive nuisance parameter enters the likelihood model together with a variation

vector that applies variations that are potentially correlated among the bins of the signal

search region and among the samples (Equation (4.33)). In the likelihood model, the prior

distribution of an additive nuisance parameter θ
(sys)
i is a Gaussian density centered at zero

(no variation) and whose width is unity (variation by one variation vector).

The considered systematic uncertainties are listed below and divided into two categories:

the ones arising from physics modelling, and the ones arising from detector modelling. The

uncertainties whose propagation requires a more elaborated treatment are simply named

in the list and detailed in dedicated subsections.

• Physics modelling:

– Normalisation of each background source (Section 5.10.1).

– Modelling of the signal form factor (Section 5.10.2).

– Uncertainties on the branching fractions of B meson decays (Section 5.10.4).

– Modelling of the continuum background. Instead of applying the correction pre-

sented in Section 5.9.3, one could use the difference between the uncorrected and
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corrected continuum background samples as a variation vector in the likelihood

model with an associated nuisance parameter θ(BDTc). However, no impact on

the result is observed. Thus no nuisance parameter is added to the model for

this source of systematic uncertainty.

• Detector modelling:

– Modelling of the PID selection efficiency (Section 5.10.3).

– Modelling of the K0
S reconstruction efficiency (Section 5.10.5).

– Modelling of the BDT2 selection efficiency for signal events. Section 5.9.1 shows

an efficiency difference of 8% between data and simulation in the signal search

region. For this reason, a nuisance parameter, noted θ(J/ψ ), is added to the

likelihood model together with a variation vector that varies the signal yield in

every bin of the signal search region by 8%.

– Modelling of the track-finding efficiency (Section 5.10.6).

– Modelling of the energy of neutral particles (Section 5.10.7).

In addition, Section 5.10.8 defines nuisance parameters used to take into account the

statistical uncertainty of the simulated samples, and Section 5.10.9 gives a summary of

the nuisance parameters used in the binned-likelihood model.

5.10.1. Background normalisation

In Section 5.9.2, a normalisation discrepancy of 50% is observed in the signal search region

when comparing off-resonance data and simulated continuum background. For this reason,

a systematic uncertainty of 50% is assigned to each continuum background sample by

adding to the likelihood model five normalisation nuisance parameters µuu, µdd, µcc, µss,

µτ+τ− with a prior Gaussian distribution centered at 1.0 and with a width of 0.5.

A normalisation uncertainty of 50% is also assigned to the B meson background by adding

two nuisance parameters µB+B− and µB0B0 . This normalisation uncertainty for the B

meson background is conservative, given that Section 5.9.4 shows that the normalisation

discrepancy mainly comes from the continuum background.

The uncertainty on the measured integrated luminosity of the data samples is neglected,

because it is fully covered by the background normalisation uncertainty.
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5.10.2. Signal form factor

A source of systematic uncertainty comes from the theoretical uncertainty on the parametri-

sation of the form factor f+(q2), that was introduced in Section 2.3.2 to compute the signal

branching fraction as a function of q2. The form factor is parametrised with a triplet of

real numbers α = (α1, α2, α3) and an associated covariance matrix Σα (Equations (2.11),

(2.14), (2.16) and (2.17)).

The uncertainties on α1, α2, α3 are propagated to the likelihood model as follows:

1. The three orthogonal unit eigenvectors v1, v2, v3 of Σα are extracted together with

their respective eigenvalues σ2
1, σ

2
2, σ

2
3 ;

2. The varied form factors f+(q2,α+σi) are computed for i = 1, 2, 3, with the variation

vectors given by σi ≡ σi vi ;

3. The effect of the form factor variations on the shape of the signal is checked in the

12 bins of the signal search region (Figure 5.29). If the form factor is computed for

a certain α, then the number of expected signal events in the i-th bin of the signal

search region (i = 1, ..., 12) is noted Ni(α).

4. Three form-factor variation vectors, noted δ
(ff)
1 , δ

(ff)
2 , and δ

(ff)
3 , are defined as

δ
(ff)
i =




N1(α+ σi)−N1(α)
...

N12(α+ σi)−N12(α)


 i = 1, 2, 3. (5.11)

5. The three variation vectors are added to the likelihood model with three respective

nuisance parameters θ
(ff)
1 , θ

(ff)
2 , and θ

(ff)
3 .

As shown in Figure 5.29, the variations due to this source of systematic uncertainty are

small, of the order of a few percents.

5.10.3. Particle identification

For the B+ → K+νν̄ mode only, a source of systematic uncertainty comes from the

PID requirement that is imposed on the K+ candidate. As explained in Section 5.7.3,

each simulated event is given a weight that corrects for the efficiency difference between

data and simulation of the PID selection (see also Appendix A.3). These PID weights are

provided by the Belle II performance group in bins of (pT , cos θ), where pT is the transverse

momentum of the K+ candidate, and θ the polar angle of the corresponding track.



108 5. Search for B → Kνν̄ decays

1 2 3 4 5 6 7 8 9 10 11 12
(q2

rec × B+ K+  efficiency quantile) bin number

0.00

0.05

0.10

0.15

0.20

E
ve

nt
 d

en
si

ty

Belle II simulation

K+f+( )
f+( + 1)

f+( + 2)
f+( + 3)

1 2 3 4 5 6 7 8 9 10 11 12
(q2

rec × B0 K0
S  efficiency quantile) bin number

0.00

0.05

0.10

0.15

0.20

E
ve

nt
 d

en
si

ty

Belle II simulation

K0
Sf+( )

f+( + 1)
f+( + 2)
f+( + 3)

Figure 5.29.: Density of simulated signal events in bins of the signal search region for the

B+ → K+νν̄ mode (left) and B0 → K0
Sνν̄ mode (right). The twelve bins of the signal search

region are defined in Section 5.8. The filled histogram is weighted according to the standard

model form factor, which is parametrised in Equation (2.14) as a function of a vector α. The

three empty histograms are weighted according to varied versions of the form factor. The vari-

ations are obtained by shifting α with three orthogonal vectors σ1,σ2,σ3, derived from the co-

variance matrix of α (see Equation (2.17) and following lines).

The Belle II performance group provides also uncertainties on the PID weights, and these

uncertainties are propagated to the likelihood model as follows:

1. A sample of 4× 106 simulated signal events and background samples of 800 fb−1 of

equivalent integrated luminosity are reconstructed. The e+e− → τ+τ− sample is not

considered, because it does not contribute significantly in the signal search region.

2. For each simulated event present in the signal search region, a set of 1000 varied PID

weights are sampled from a probability density function whose standard deviation

corresponds to the PID weight uncertainty, creating 1000 replicas of each simulated

sample.

3. For each replica, the varied weights are summed up in each bin of the signal search

region in order to generate 1000 pseudo-observations.

4. From the pseudo-observations obtained at the previous step, a covariance matrix Σij

is computed with Equation (4.26), where the (i, j) indices both run over the samples

and the bins of the signal search region. The corresponding correlation matrix is

shown on the left of Figure 5.30.

5. Seven eigenvectors of the covariance matrix corresponding to the seven largest eigen-

values are used to define variation vectors (see Equation (4.28) and following lines),

and each variation vector is added to the likelihood model with a dedicated nuisance
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Figure 5.30.: Matrix of correlation between the expected numbers of events in the bins of the

signal search region. The correlations are derived by varying the PID weight of each simulated

event present in the signal search region. There are 8 samples of simulated signal or background

events, and 12 bins in the signal search region, making the correlation matrix to have a size of

(8·12)×(8·12) = 96×96. On the left, the original correlation matrix. On the right, an approxima-

tion of the correlation matrix obtained with a truncation of the covariance eigen-decomposition

(Equation (4.28)). In this approximation, only the 7 eigenvectors corresponding to the 7 largest

eigenvalues are considered (i.e. t = 7 in Equation (4.28)). The bins of the signal search region

are defined in Section 5.8.

parameter, for a total of seven nuisance parameters θ
(PID)
1 , ..., θ

(PID)
7 . The num-

ber seven is chosen because it is observed that seven eigenvectors are sufficient to

reasonably approximate the correlations (Figure 5.30).

6. The diagonal of the residual terms in the covariance eigen-decomposition (Equa-

tion (4.28) and following lines) are added in quadrature to the uncorrelated system-

atic uncertainties presented in Section 5.10.8;

Relative PID uncertainties are obtained by normalising each variation-vector component

by the nominal expectation for the corresponding bin and sample. Figure 5.31 shows that

the relative PID uncertainties are of the order of 0.5%.

5.10.4. Branching fraction of B meson decays

A source of systematic uncertainty comes from the limited knowledge of the branching

fractions of the B meson decays contributing to the background present in the signal

search region (Section 5.8.2). A list of the B meson decays contributing the most to the

background is presented in Appendix A.2.
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Figure 5.31.: Components of 7 vectors of correlated relative PID uncertainties and 1 vector of

uncorrelated relative PID uncertainties. Each vector component corresponds to a certain signal

or background sample and a certain bin of the signal search region. There are 7 samples of simu-

lated signal or background events, and 12 bins in the signal search region, making each vector to

have a dimension of 7 · 12 = 84. The bins of the signal search region are defined in Section 5.8.

The branching fraction uncertainties are propagated to the likelihood model as follows:

1. A collection C of branching fractions and uncertainties taken from [25] is created,

starting from the decays that appear more often in the signal search region. For the

B+ → K+νν̄ mode, 82% of the charged B meson decays appearing in the signal

search region are included in C, and 63% of the neutral B meson decays are included

in C. For the B0 → K0
Sνν̄ mode, 78% of the charged B meson decays are included

in C, and 68% of the neutral B meson decays are included in C.

2. Two simulated background samples, one of e+e− → B0B0 events, and one of e+e− →
B+B− events, each corresponding to 800 fb−1 of equivalent integrated luminosity, are

reconstructed.

3. For each simulated event e present in the signal search region, a set of 1000 weights,

noted we1, ..., w
e
1000, are computed as

wei = max

(
1 +

sei
Br(e)

, 0

)
, (5.12)

where the maximum function ensures the positivity of the weights, Br(e) is the

branching fraction of the B meson decay that is mis-identified as a signal decay in

the event e, and sei is a number sampled from a Gaussian density function centered

at zero and whose width is the uncertainty on Br(e). This procedure creates 1000

replicas of each simulated sample.
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Figure 5.32.: Components of 5 vectors of correlated relative uncertainties and 1 vector of un-

correlated relative uncertainties for the B+ → K+νν̄ mode (left) and the B0 → K0
Sνν̄ mode

(right). The uncertainties are derived from the uncertainties on the branching fractions of the

B meson decays present in the signal search region. Each vector component corresponds to a

certain background sample and a certain bin of the signal search region. There are 2 samples of

background events, and 12 bins in the signal search region, making each vector to have a dimen-

sion of 2 · 12 = 24. The bins of the signal search region are defined in Section 5.8.

4. For each replica, the weights are summed up in each bin of the signal search region

in order to generate 1000 pseudo-observations.

5. From the pseudo-observations obtained at the previous step, a covariance matrix Σij

is computed with Equation (4.26), where the (i, j) indices both run over the samples

and the bins of the signal search region.

6. Five eigenvectors of the covariance matrix corresponding to the five largest eigen-

values are used to define variation vectors (see Equation (4.28) and following lines),

and each variation vector is added to the likelihood model with a dedicated nui-

sance parameter, for a total of five nuisance parameters θ
(Br)
1 , ..., θ

(Br)
5 . Similarly to

what is done for the PID uncertainties in the previous section, it is checked that five

eigenvectors are sufficient in this case to reasonably approximate the correlations.

7. The diagonal of the residual terms in the covariance eigen-decomposition (Equa-

tion (4.28) and following lines) are added in quadrature to the uncorrelated system-

atic uncertainties presented in Section 5.10.8;

Corresponding relative uncertainties are obtained by normalising each variation-vector

component by the nominal expectation for the corresponding bin and sample. Figure 5.32

shows that the relative uncertainties are of the order of 1%.
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Figure 5.33.: Components of a vector of correlated relative uncertainties. The uncertainties are

derived from Equation (5.13). There are 8 samples of simulated signal or background events, and

12 bins in the signal search region, making the vector to have a dimension of 8 · 12 = 96. The

bins of the signal search region are defined in Section 5.8.

5.10.5. K0
S reconstruction efficiency

A source of systematic uncertainty that is specific to the neutral mode B0 → K0
Sνν̄ comes

from the mis-modelling of the K0
S reconstruction efficiency. The Belle II performance

group compared data and simulation, and recommends to assign a relative uncertainty on

the K0
S reconstruction efficiency as a linear function of the K0

S-candidate flight distance,

noted distance(K0
S):

Relative uncertainty = 0.004 cm−1 · distance(K0
S). (5.13)

A vector of relative uncertainties is computed on simulated events by multiplying, in

each bin of the signal search region, the average value of distance(K0
S) by 0.004 cm−1.

Figure 5.33 shows that the relative uncertainties are of the order of 5%. One nuisance

parameter, noted θ(K0
S), is added to the likelihood model to take into account this source

of systematic uncertainty.

5.10.6. Track-finding efficiency

A source of systematic uncertainty comes from a potential overestimation of the track-

finding efficiency in simulation. The Belle II tracking group compared data and simulation

and recommends to assign a systematic uncertainty of 0.9% on the track-finding efficiency.

A recent estimation points to an effect of the order of 0.5%, but the more conservative

value of 0.9% is assumed here.
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The track-finding efficiency uncertainty is propagated to the likelihood model as follows:

1. A sample of 4 × 106 simulated signal events and background samples of 100 fb−1

of equivalent integrated luminosity pass through two different versions of the event

reconstruction:

• the standard event reconstruction;

• an event reconstruction where each track in the event is dropped with a prob-

ability of 0.9%.

The later modified reconstruction simulates the effect of track-finding inefficiency.

Note that the e+e− → τ+τ− and e+e− → dd samples are not considered here,

because they do not contribute much in the signal search region.

2. The number of events in each bin of the signal search region and for each sample is

compared between the two versions of the reconstructed samples. If, for a given bin b

and a given sample s, νbs events are found after the standard reconstruction, and ν∗bs
events after the modified reconstruction, then the relative uncertainty is estimated

to be

Relative uncertainty = (ν∗bs − νbs)/νbs. (5.14)

3. The uncertainties are the components of a vector of correlated uncertainties, and

this vector is added to the likelihood model with an associated nuisance parameter

θ(tracking).

An additional complexity arises because of the limited size of the simulated background

samples corresponding to 100 fb−1 of equivalent integrated luminosity. The procedure

above would lead to a significant overestimation of the systematic uncertainty, because the

statistical uncertainty of the simulated background samples contributes to the estimate

given in Equation (5.14). To overcome this problem, the distributions obtained with

the standard and modified reconstructions are both smoothed before their difference is

computed.

The smoothing method consists in replacing the distributions with their respective Gaus-

sian kernel density estimators, which are introduced in Section 4.6. Since the signal

search region is defined in bins of q2
rec and ε̃sig, a two-dimensional kernel density esti-

mator fh(q2
rec, ε̃sig) is computed for each distribution, where h is the smoothing factor of

Equation (4.42). Several values of the smoothing factor between 0.1 and 1.0 are tested.

If the smoothing is too weak, the effect of statistical uncertainty is not reduced; if the

smoothing is too strong, the systematic uncertainty may be underestimated. A reasonable
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Figure 5.34.: Number of events in each bin of the B+ → K+νν̄ signal search region for 5 simu-

lated background samples of 100 fb−1 of equivalent integrated luminosity. The bins of the signal

search region are defined in Section 5.8. On the left, the effect of the smoothing procedure is il-

lustrated by comparing the expected number of events before and after the smoothing procedure.

On the right, simulated background samples reconstructed with a modified track-finding effi-

ciency are compared to the nominal expectations; both distributions are smoothed and visually

nearly overlap.

value for h is found to be 0.5. No smoothing of the simulated signal sample is necessary,

because the statistical uncertainty of this sample is small in the signal search region.

The left part of Figure 5.34 illustrates the smoothing procedure, and the right part of

Figure 5.34 compares the smoothed distributions resulting from the standard and modified

reconstructions. The top part of Figure 5.35 shows the relative systematic uncertainties

obtained with the method presented above. Uncertainties obtained with and without

smoothing are compared to the statistical uncertainties of the simulated samples. For the

signal sample, the statistical uncertainty is small, and the relative systematic uncertainty

due to the mis-modelling of the track-finding efficiency is stable and of the order of a

few percents. For the background samples, the systematic uncertainties fluctuate more in

regions of large statistical uncertainty. These fluctuations, which motivate the smoothing

procedure, are likely due to migrations of individual events between bins, which cause a

large effect when the total number of events in a bin is small.

5.10.7. Neutral particle energy

A source of systematic uncertainty arises from the uncertainty on the energy measured

by the Belle II calorimeter (ECL), namely the energy of photons and neutral hadrons.
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The Belle II performance group recommends to assign an uncertainty of the order of 0.5%

to the photon energy. For the neutral hadron energy, no recommendation is given. A

comparison between data and simulation of variables related to the energy of the ECL

clusters indicates that the uncertainty on the neutral hadron energy is of the order of

10%.

The same procedure as for the track-finding efficiency (Section 5.10.6) is independently

applied for these sources of systematic uncertainties. This time, instead of reconstructing

the samples with a modified track-finding efficiency, the modified parameter is the energy

of the simulated photons (modified by 0.5%) in one case, and the energy of the simulated

neutral hadrons (modified by 10%) in the other case. After following the steps of the

procedure, two vectors of correlated uncertainties are added to the likelihood model with

two respective nuisance parameters θ(γ) and θ(neutral hadrons).

The middle and bottom parts of Figure 5.35 show the obtained relative systematic uncer-

tainties. Uncertainties obtained with and without the smoothing procedure presented in

Section 5.10.6 are compared to the statistical uncertainties due to the limited size of the

simulated background samples.

5.10.8. Simulation statistical uncertainty

In addition to the systematic uncertainties listed above, a set of nuisance parameters are

used in the binned-likelihood model to take into account the statistical uncertainty of the

simulated samples. These statistical uncertainties are considered uncorrelated among the

simulated samples and the bins of the signal search region, implying that one nuisance

parameter is needed for each simulated sample and for each of the 12 bins of the signal

search region.

For the signal sample, the e+e− → B+B− sample, and the e+e− → B0B0 sample, a total

of 3 · 12 = 36 nuisance parameters are needed.

For each continuum background category, two independent simulated samples are com-

pared to the data in the binned-likelihood model:

• The first simulated sample contributes to the expectations that are compared to the

on-resonance data in the 12 bins of the signal search region.

• The second simulated sample contributes to the expectations that are compared to

the off-resonance data in 12 bins that replicate the bins of the signal search region.
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Table 5.11.: Nuisance parameters defined in Section 5.10. The particle identification uncer-

tainty applies only to the charged mode (B+ → K+νν̄), and the K0
S reconstruction efficiency

applies only to the neutral mode (B0 → K0
Sνν̄).

Source of systematic uncertainty Nuisance parameters Count

Background normalisation µuu, µdd, µcc, µss, µτ+τ− , µB+B− , µB0B0 7

Signal form factor θ
(ff)
i i = 1, 2, 3 3

Particle identification θ
(PID)
i i = 1, ..., 7 7

B meson branching fractions θ
(Br)
i i = 1, ..., 5 5

K0
S reconstruction efficiency θ(K0

S) 1

Track-finding efficiency θ(tracking) 1

Photon energy θ(γ) 1

Neutral hadron energy θ(neutral hadrons) 1

Signal selection efficiency θ(J/ψ ) 1

Simulation statistical uncertainty θ
(sim. stat.)
i i = 1, ..., 156 156

Total (B+ → K+νν̄ mode) 182

Total (B0 → K0
Sνν̄ mode) 176

Since there are five continuum background categories (e+e− → qq with q = u, d, s, c, and

e+e− → τ+τ−), a total of 5 · (12 + 12) = 120 nuisance parameters are needed.

In total, 36 + 120 = 156 nuisance parameters of uncorrelated uncertainties θ
(sim. stat.)
i are

used in the binned-likelihood model.

5.10.9. Summary

Table 5.11 lists all the nuisance parameters defined in the above sections. In total, the

binned-likelihood model of the charged mode (B+ → K+νν̄) has 182 nuisance parameters,

and the binned-likelihood model of the neutral mode (B0 → K0
Sνν̄) has 176 nuisance

parameters.
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Figure 5.35.: Components of vectors of relative uncertainties for the B+ → K+νν̄ mode (left)

and the B0 → K0
Sνν̄ mode (right). The uncertainties are derived from a modification of the

track-finding efficiency (top), of the photon energy (middle), or of the neutral hadron energy

(bottom). There are 6 samples of simulated signal or background events, and 12 bins in the sig-

nal search region (Section 5.8), implying that each vector has a dimension of 6 · 12 = 72. In each

plot, the vectors of relative uncertainties are shown with and without the smoothing procedure,

and compared to the relative statistical uncertainty coming from the limited size of the simu-

lated samples. Without the smoothing procedure, the systematic uncertainties are overestimated,

because they include effects from statistical uncertainties of the simulated samples.
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Figure 5.36.: Pull distributions of pseudo-observation studies using the sghf fit, for the

B+ → K+νν̄ mode (left) and the B0 → K0
Sνν̄ mode (right). Pseudo-observations are generated

with both Poisson statistical and Gaussian systematic fluctuations around the expectations. An

injected signal strength is varied between µin = 1 (SM expectation), µin = 5, and µin = 20. The

pull is defined as p = (µ−µin)/σµ, where µ and σµ are the fit signal strength and its uncertainty.

No significant bias is observed for the mean value of the pull p̄, and the standard deviation σp is

consistent with unity.

5.11. Model fitting and expected upper limit

At this point, all the ingredients that enter the binned-likelihood model, whose functional

expression is given by Equation (4.34) in Section 4.4, are ready:

• The signal search region consists of 4× 3 = 12 bins in the ε̃sig × q2
rec space.

• Simulated background events, corresponding to an equivalent integrated luminosity

of 800 fb−1, and 4× 106 signal events, provide the expected yields in the 12 bins of

the signal search region, once properly weighted to match the integrated luminosity

of the on-resonance data (189 fb−1).

• Simulated continuum background events, corresponding to an equivalent integrated

luminosity of 100 fb−1, provide the expected yields in 12 bins that replicate those of

the signal search region, once properly weighted to match the integrated luminosity

of the off-resonance data (18 fb−1).

• The binned-likelihood model compares data and simulation in the 24 bins defined

above.

The degrees of freedom of the binned-likelihood model are the signal strength µ, which

is the parameter of interest (defined by Equation (4.29) in Section 4.4), and nuisance

parameters that modify the expected yields according to the modelling of the systematic
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Figure 5.37.: Expected upper limits on Br(B → Kνν̄) at the 90% confidence level for the

background-only hypothesis, obtained using the sghf fit, for the B+ → K+νν̄ mode (left), and

the B0 → K0
Sνν̄ mode (right). The limits are computed as Br(B → Kνν̄)SM · σµ · 1.645, where σµ

is the uncertainty on the signal strength µ, and 1.645 is the conversion factor from the 68% con-

fidence level to the 90% confidence level. The limits are obtained using only expected data sta-

tistical uncertainty (Stat.), data and simulation statistical uncertainties (Stat.+Stat.(MC)), data

statistical and background normalisation uncertainties (Stat.+Norm.), data statistical, back-

ground normalisation and simulation statistical uncertainties (Stat+Norm.+Stat.(MC)), and

total uncertainties (All).

uncertainties (Section 5.10). A unique set of continuum normalisation nuisance parameters

{µuu, µdd, µcc, µss, µτ+τ−} is shared by the 12 on-resonance bins and the 12 off-resonance

bins, so that the off-resonance data sample helps to constrain the normalisation of the

continuum background.

Two implementations of the binned-likelihood model, that are introduced at the end of

Section 4.4 and give similar results, are used: the pyhf model, which is a product of Poisson

densities, and the sghf model, which approximates the Poisson densities by Gaussian

densities. Even though the pyhf model is used to determine the final result, fits with the

sghf models take less computing time. For this reason, the sghf model is preferred for

tests that require a large number of fits.

Before opening the box, meaning looking at the on-resonance data in the signal search

region, a few more tests are carried out:

• Several thousands of pseudo-observations are generated to verify that the maximum

likelihood fit delivers an unbiased value of the signal strength µ and of its uncer-

tainty. The pseudo-observations are generated with Poisson statistical fluctuations

and Gaussian systematic fluctuations around the expectations. In addition, pseudo-

observations are generated for three injected values of µ: µin = 1, 5, 20. Figure 5.36

shows that a fit of the sghf model to the pseudo-observations lead to an unbiased
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Figure 5.38.: Expected CLs value as a function of the branching fraction of B+ → K+νν̄ (left)

and B0 → K0
Sνν̄ (right) using the pyhf fit, and corresponding upper limits at the 90% confidence

level (CL). The expected upper limits are derived for the background-only hypothesis.

value of µ and of its uncertainty. It is shown in Appendix A.5 that the pyhf model

and the sghf model deliver similar results.

• The impact of the systematic and statistical uncertainties on the expected upper

limit on Br(B → Kνν̄) is studied by fits of the sghf model to the expectations, for

multiple combinations of uncertainties included or not (Figure 5.37). The systematic

uncertainty contributing the most is the 50% normalisation uncertainty on each

background source (Section 5.10.1).

• The CLs method, presented in Section 4.5, is followed to determine an expected upper

limit on Br(B → Kνν̄) with the pyhf model. The result is shown in Figure 5.38. The

expected upper limits on the branching fraction of B+ → K+νν̄ and B0 → K0
Sνν̄ are

determined to be 1.0×10−5 and 1.8×10−5 at the 90% confidence level, respectively.

For Br(B+ → K+νν̄), the expected upper limit is better than the current world-best

observed upper limit, which is 1.6× 10−5 at the 90% confidence level [25].

• An additional check is the study of the stability of the data yield per unit of integrated

luminosity in the signal search region as a function of the data taking period. This

specific study is presented in Appendix A.4 and shows that the data yield per unit

of integrated luminosity is stable.

Time did not allow to look at the data in the signal search region when selecting events

from the full data sample of 189 fb−1 collected at the Υ (4S) resonance. For this reason, the

result of a first iteration of the inclusive tagging method is presented in the next section,

with data samples of 63 fb−1 collected at the Υ (4S) resonance and 9 fb−1 collected 60 MeV

below the resonance.
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Figure 5.39.: Transverse momentum (pT ) and reconstructed invariant mass squared of the two-

neutrino system (q2rec) in 105 simulated B+ → K+νν̄ decays.

5.12. Results of a first iteration of the method

This section presents the result of a first iteration of the method, on data samples of

63 fb−1 collected at the Υ (4S) resonance and 9 fb−1 collected 60 MeV below the resonance.

This first iteration was published in [118] and has a few differences with respect to what

is developed in the previous sections. In particular,

• Only B+ → K+νν̄ decays are selected, not B0 → K0
Sνν̄ decays.

• Instead of selecting the signal candidate as the one with the smallest q2
rec, the one

with the highest transverse momentum (pT ) is selected. As illustrated by Figure 5.39,

this difference is minor, since the two variables are strongly anti-correlated.

• The signal search region is defined by 12 bins in the BDT2× pT space, instead of 12

bins in the ε̃sig × q2
rec space. The exact definition of the signal search region bins is

BDT2 ∈ [0.93, 0.95, 0.97, 0.99, 1.0] and pT (K+) ∈ [0.5, 2.0, 2.4, 3.5] GeV/c.

• In the first iteration of the method, BDT1, BDT2, and BDTc share a common set of

input variables, which include all the variables that are considered in Section 5.7.2.

No significant impact is expected from this difference, because Section 5.7.2 shows

than the removal of the least discriminative variables does not impact the classifica-

tion performance.

Before looking at the on-resonance data in the signal search region, the compatibility

between the data and the pyhf model is quantified as follows:
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Figure 5.40.: Distributions of the fit negative log-likelihood for pseudo-observation studies us-

ing the pyhf fit. Pseudo-observations (toys) are generated with Poisson statistical and Gaussian

systematic fluctuations around the expectations. The statistical fluctuations are based on the ob-

served data yield. The p-value of the fit to the data (73%) is the fraction of pseudo-observations

that yield fits with a larger negative log-likelihood value than that of the data fit. Since the fit

region consists of 2 · 12 = 24 bins, the asymptotic χ2 distribution for 24 degrees of freedom is

overlaid.

1. Several thousands of pseudo-observations are generated with Poisson statistical fluc-

tuations and Gaussian systematic fluctuations around the expectations in the signal

search region, using the data statistical uncertainties for the Poisson statistical fluc-

tuations.

2. The pyhf model is fit to each pseudo-observation, and the found minimum of the

negative log-likelihood is stored.

3. The pyhf model is fit to data, and the found minimum of the negative log-likelihood

is stored. The fit value of the signal strength is kept hidden.

4. Comparing the minimum of the negative log-likelihood found with the data and

the pseudo-observations allows to define a p-value that quantifies the data-model

compatibility (Figure 5.40).

The above study shows an excellent compatibility between the model and the data (p =

73%), allowing to look at the on-resonance data in the signal search region.

The result of the fit to the 12+12 bins of on-resonance and off-resonance data is shown in

Figure 5.41. The observed signal strength µ is

µ = 4.2+3.4
−3.2 = 4.2+2.9

−2.8(stat)+1.8
−1.6(syst), (5.15)
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Figure 5.41.: Yields in data and as predicted by the simultaneous fit to the on-resonance

data (left) and off-resonance data (right), corresponding to an integrated luminosity of 63 fb−1

and 9 fb−1, respectively. The predicted yields are shown individually for charged and neu-

tral B meson decays and the sum of the five continuum background categories. The signal

search region consists of 4 × 3 = 12 bins: 4 bins defined on the classifier output, BDT2 ∈
[0.93, 0.95, 0.97, 0.99, 1.0], and 3 bins on the transverse momentum of the signal kaon candidate,

pT (K+) ∈ [0.5, 2.0, 2.4, 3.5] GeV/c. Yields in the rightmost three bins are upscaled by a factor of

2. Figure published in [118].

meaning that the observed signal is 4.2 times larger than the SM expectation, but with

a large uncertainty that makes this measurement compatible with the SM within one

standard deviation. If translated into a measured branching fraction, the result is

Br(B+ → K+νν̄) =
[
1.9+1.6
−1.5

]
× 10−5 =

[
1.9+1.3
−1.3(stat)+0.8

−0.7(syst)
]
× 10−5. (5.16)

Information about the post-fit normalisation nuisance parameters can be found in Ap-

pendix A.6.

In Equation (5.15), the total uncertainty on µ is obtained with a profile likelihood scan,

which checks how the negative log-likelihood varies when the model is fit to the data with

fixed values of µ around the value that minimises the negative log-likelihood (Figure 5.42,

left). The statistical uncertainty on µ is determined by taking the standard deviation of a

sample of signal strengths determined from fits on pseudo-observations that are generated

as Poisson statistical fluctuations around the observed data yields. The systematic uncer-

tainty σsyst(µ) is determined by subtracting in quadrature the total uncertainty σ(µ) and

the statistical uncertainty σstat(µ):

σsyst(µ) =
√
σ2(µ)− σ2

stat(µ). (5.17)

The precision of the obtained measurement is comparable to previous results (Figure 5.42,

right), even if the size of the used data sample is much smaller. In order to compare
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Figure 5.42.: On the left, scan of the signal strength µ. Each point is obtained by fixing µ and

minimising the negative log-likelihood L of the pyhf model with respect to all the other model

parameters. The asymmetric uncertainty on µ is estimated by fitting the collection of points

with an asymmetric parabola f(x) = (x/σ−)2 for x < 0, and f(x) = (x/σ+)2 for x ≥ 0. The

fit yields σ− = 3.23 and σ+ = 3.43. On the right, comparison of the B+ → K+νν̄ branching

fraction measured by Belle II and previous experiments [74, 75, 77] with the SM prediction [60].

The values reported for Belle are computed based on the quoted observed number of events and

efficiency. The weighted average is computed assuming that uncertainties are uncorrelated. Fig-

ure published in [118].

the sensitivity of the inclusive tagging method with the sensitivity of other methods, the

product σBr ·
√
L is computed, where σBr is the uncertainty on the branching fraction

of B+ → K+νν̄, and L is the integrated luminosity of the data sample used to make

the measurement. This metric assumes that the total uncertainty scales as the inverse of

the square root of the integrated luminosity, and is smaller for a more sensitive method.

Table 5.12 compares σBr ·
√
L for the obtained result and previous published results. With

respect to this metric, the inclusive tagging method is a factor of 3.5 better than the

hadronic tagging of [75], approximately 20% better than the semileptonic tagging of [77],

and approximately 10% better than the combined hadronic and semileptonic tagging of

[74].

Since no significant signal is observed, the CLs method, presented in Section 4.5, is fol-

lowed to determine an observed upper limit on Br(B+ → K+νν̄) with the pyhf model

(Figure 5.43). The observed upper limit is

Br(B+ → K+νν̄) < 4.1× 10−5 at the 90% confidence level. (5.18)
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Table 5.12.: Experimental results of searches for B+ → K+νν̄ decays. Are given the name of

the experiment, the integrated luminosity of the on-resonance data sample (L), the employed

tagging method (combined stands for the combination of the inclusive and semileptonic tagging

methods), the symmetrised uncertainty on the B+ → K+νν̄ branching fraction (σBr), and the

product σBr ·
√
L. The final line is the result of this work.

Experiment L [ fb−1 ] Method σBr [10−5] σBr ·
√
L [10−4

√
fb−1] Ref.

Belle 711 Hadronic 1.63 4.36 [75]

Belle 711 Semileptonic 0.57 1.51 [77]

Babar 429 Combined 0.65 1.35 [74]

Belle II 63 Inclusive 1.55 1.23 [118]

5.13. Discussion

The obtained result shows that the inclusive tagging method is particularly suitable to

search for rare decays if the size of the data sample is limited. The main reason for this

is the high efficiency of the signal selection: 4% at the point of maximum significance

(Figure 5.15 in Section 5.7.3), to be compared with the signal selection efficiencies of the

hadronic and the semileptonic tagging methods, which are well below 1% (Table 2.3 in

Section 2.3.4).

The success of the inclusive tagging method opens new opportunities in the search for

rare decays with neutrinos in the final state or any kind of invisible energy. As already

mentioned, the inclusive tagging method presented in this thesis is inspired by the method

used by the Belle collaboration in a search for B+ → µ+νµ decays [111]. Examples of

other decays that could benefit from the method include B → K∗νν̄, B → K(∗)τ+τ−, and

B → KJ/ψ (→ νν).

A disadvantage of the developed inclusive tagging method is that it is channel-specific: a

dedicated reconstruction and selection chain is defined for each mode (B+ → K+νν̄ and

B0 → K0
Sνν̄). In the future, it will be interesting to define a first classifier (BDT1) trained

with a mixture of simulated signal decays, so that the first step of the background rejection

could be shared by multiple targeted signal decays. After a common event selection with

BDT1, a second classifier (BDT2) could be trained once per targeted signal decay to

finalise the event selection. This updated strategy would be similar to the one used by the

Belle collaboration in a search for B → Hνν decays with a semileptonic tagging method,



126 5. Search for B → Kνν̄ decays

0 2 4 6 8
B+→K+νν̄ branching fraction

0.0

0.2

0.4

0.6

0.8

1.0

C
L

s
v
al

u
e

×10−5

90% CL
Expected: 2.3×10−5

Observed: 4.1×10−5

Belle II

Ldt = (63 +9) fb−1
∫ Expected

Expected±1σ

Expected±2σ

Observed

Figure 5.43.: CLs value as a function of the branching fraction of B+ → K+νν̄ for expected
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is derived from a simultaneous fit to the on-resonance and off-resonance data, corresponding to

an integrated luminosity of 63 fb−1 and 9 fb−1, respectively. The change of slope of the observed

CLs curve around 1.9 × 10−5 is an expected feature of the CLs method due to the presence of a

threshold in the definition of the test statistic qµ (Equation (4.37) in Section 4.5). Figure pub-

lished in [118].

where H ∈ {K+,K0
S,K

∗+,K∗0, π+, π0, ρ+, ρ0} [77]. In this case, the selection of the

accompanying B meson was common among the channels, and channel-specific classifiers

were trained for the final stage of the event selection.

Currently, the main source of systematic uncertainty is the 50% normalisation uncertainty

on each of the background categories. As already mentioned in Section 5.10.1, this value

of 50% is too conservative for the B meson background. For the continuum background,

more studies are needed to understand the cause of the normalisation discrepancy, which

could be a mis-modelling of the quark fragmentation (Section 5.9.2).

To improve the inclusive tagging method, it will also be interesting in the future to test

other types of classification algorithms than boosted decision trees, such as neural net-

works [94], or a combination of multiple classifiers. In addition, a combination of different

tagging methods (hadronic, semileptonic and inclusive) may increase the sensitivity of the

measurement.
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Conclusion

This thesis has documented a search for B → Kνν̄ decays at the Belle II experiment with

an inclusive tagging method.

Chapter 2 has shown how the standard model of particle physics predicts the branching

fraction of this decay via an effective Hamiltonian. An experimental determination of

this branching fraction is not only an important test of the theory. It is also sensitive to

a potential violation of the lepton flavour universality, because all the neutrino flavours

contribute to B → Kνν̄, and it imposes constraints on several new physics models pre-

dicting the existence of invisible particles, since a search for B → Kνν̄ is also a search for

B → K + invisible.

Chapter 3 has given an overview of the employed experimental setup, namely the Su-

perKEKB accelerator, which produces pairs ofB mesons by colliding electrons and positrons

at the energy of the Υ (4S) resonance, and the Belle II detector, which is designed to detect

the decay products of B mesons.

Chapter 4 has introduced several analysis tools and techniques, and in particular, boosted

decision tree classifiers and input variables that are function of the momentum distribution

in an event. These variables are central in the selection of B → Kνν̄ decays, because an
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event containing a B → Kνν̄ decay tends to exhibit a large missing momentum due to

the undetected neutrino pair.

Chapter 5 has detailed each step of the selection of B+ → K+νν̄ and B0 → K0
Sνν̄ decays in

a data sample of 189 fb−1 collected at the Υ (4S) resonance and a complementary sample

of 18 fb−1 collected 60 MeV below the resonance. A selection strategy that had never

been employed to search for these decays, the inclusive tagging method, is defined. The

procedure is validated by comparing data and simulation in several regions of the phase

space, and by checking that the maximum-likelihood fit procedure provides an unbiased

measurement of the branching fraction of B → Kνν̄. For this amount of data, the expected

upper limits on the branching fraction of B+ → K+νν̄ and B0 → K0
Sνν̄ are determined

from simulation to be 1.0× 10−5 and 1.8× 10−5 at the 90% confidence level, respectively.

In a first iteration of the method, restricted to data samples of 63 fb−1 collected at the

Υ (4S) resonance and 9 fb−1 collected 60 MeV below the resonance, no signal is observed,

and an upper limit on the branching fraction of B+ → K+νν̄ is determined to be 4.1 ×
10−5 at the 90% confidence level. This result is published in [118]. If translated into an

uncertainty on the branching fraction, the inclusive tagging method is a factor of 3.5 better

per integrated luminosity than the hadronic tagging of [75], approximately 20% better

than the semileptonic tagging of [77], and approximately 10% better than the combined

hadronic and semileptonic tagging of [74].

The success of the inclusive tagging method opens new opportunities for the study of rare

decays involving neutrinos in the final state. Examples of such decays include B → K∗νν̄,

B → Kτ+τ−, and B → KJ/ψ (→ νν). Method improvements are also possible. By

combining different types of classifiers (decision trees, neutral networks) or different types

of B meson tagging (hadronic, semileptonic, inclusive), the overall sensitivity may increase.

With the new data that the Belle II and the LHCb experiments are planning to collect in

the next decade, long-awaited results in flavour physics are expected in a near future.

On a broader perspective, the success of the standard model in predicting a rich variety

of experimental results is undeniable. Yet, by looking at the history of science, it is very

likely that most of our current understanding of the universe in general, and of particle

physics in particular, is wrong. When feeling satisfied to see symmetries in the theory, are

we so different from Kepler, who was postulating that the planet orbits were contained in

an ideal succession of platonic solids? If we are not to trust too much our interpretations,

we can at least believe in the results of experiments. To quote Cicero in De natura deorum,

“Time erases the fictions of opinion, but confirms the judgments of nature [119].”
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Appendix

A.1. Definition of variables

Tables A.1 to A.4 list discriminative variables that are introduced in Section 5.6, and

referred to multiple times in the main text. In complement to the figures presented in

Section 5.6, Figures A.1 to A.4 compare simulated signal and background events in bins

of these variables for the B0 → K0
Sνν̄ mode. The histograms are obtained by selecting

with the criteria listed in Sections 5.3 to 5.5 a total of approximately 106 simulated signal

events and 106 simulated background events.

In the tables, the following notations are used:

• The average interaction point is noted IP.

• For a given track T and a given point P , the point of closest approach of T with

respect to P , noted POCA, is defined as the point on the track T whose distance to

the point P is minimal in the transverse plane [81].

• Some variables are computed in the centre-of-mass-system (CMS), but unless speci-

fied otherwise, the reference frame is the laboratory.
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• The tracks in the rest of the event (ROE) are fit to a common vertex called the tag

vertex.

• The notations related to the Belle II coordinate system are presented in Figure 3.3

in Section 3.2.
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Table A.1.: Variables related to the entire event (see also Section 5.6.1). The definition of the

signal-ROE modified Fox-Wolfram moments is given in Section 4.2.5, and, more generally, the

definitions of variables depending on a momentum distribution are given in Section 4.2.

Variable Unit Definition

Modified Fox-Wolfram Hso
ξ,` Signal-ROE modified Fox-Wolfram mo-

ment calculated in the CMS

dr(K+, Tag Vertex) [µm] Radial distance between the POCA of the

K+ candidate track and the tag vertex

dr(pK0
S
, Tag Vertex) [µm] Radial distance between the K0

S candidate

momentum line and the tag vertex

dz(K+, Tag Vertex) [µm] Longitudinal distance between the POCA

of the K+ candidate track and the tag ver-

tex

dz(pK0
S
, Tag Vertex) [µm] Longitudinal distance between the K0

S can-

didate momentum line and the tag vertex

cos(thrustB, thrustROE) Cosine of the angle between the thrust axis

of the signal kaon candidate and the thrust

axis of the ROE computed in the CMS

Mmissing
2 [GeV2/c4] Square of the missing invariant mass

θ(pmissing) Polar angle of the missing three-momentum

in the CMS

Fox-Wolfram Moment R` Normalised Fox-Wolfram moment in the

CMS

Harmonic Moment B` Harmonic moment with respect to the

thrust axis in the CMS

Nγ Number of photon candidates

Nlepton Number of charged lepton candidates (e±

or µ±)

Ntracks Number of charged particle candidates

Sphericity Event sphericity in the CMS

Thrust Magnitude of the event thrust in the CMS

cos(θ(thrust)) Cosine of the polar angle of the thrust axis

in the CMS

Total charge squared [e2] Square of the total charge of tracks in the

event



132 A. Appendix

Table A.2.: Variables related to the properties of the signal kaon candidate (see also Sec-

tion 5.6.2).

Variable Unit Definition

M(K0
S) [GeV/c2] Mass of the K0

S candidate

cos(pK0
S
, line(IP, K0

S vertex)) Cosine of the angle between the K0
S

candidate momentum line and the line

from the IP to the K0
S candidate vertex

dr(K+) [µm] Radial distance between the POCA of

the K+ candidate track and the IP

dr(pK0
S
) [µm] Radial distance between the K0

S candi-

date momentum line and the IP

dz(K+) [µm] Longitudinal distance between the

POCA of the K+ candidate track and

the IP

dz(pK0
S
) [µm] Longitudinal distance between the K0

S

candidate momentum line and the IP

φ(K+) Azimuthal angle of the K+ candidate

momentum at the POCA with respect

to the IP

pT (K) [GeV/c] Magnitude of the transverse momen-

tum of the kaon candidate

cos(thrustB, z) Cosine of the angle between the thrust

axis of the signal kaon candidate and

the z axis

q2
rec [GeV2/c4] Reconstructed invariant mass squared

of the two-neutrino system (Equa-

tion (5.2))

ε̃sig Signal selection efficiency quantile

(Equation (5.8))
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Table A.3.: Variables related to the ROE (see also Section 5.6.3). The definition of the ROE-

ROE modified Fox-Wolfram moments is given in Section 4.2.5.

Variable Unit Definition

Modified Fox-Wolfram Roo` ROE-ROE (oo) modified Fox-Wolfram

moment calculated in the CMS

∆EROE [GeV] Difference between the ROE energy in the

CMS and the energy of one beam in the

CMS (
√
s/2)

M(ROE) [GeV/c2] Invariant mass of the ROE

θ(pROE) Polar angle of the ROE momentum

pROE [GeV/c] Magnitude of the ROE momentum

thrustROE Magnitude of the ROE thrust in the CMS

p-value(Tag Vertex) p-value of the tag vertex fit

dx(Tag Vertex) [µm] x component of the vector from the IP to

the tag vertex

dy(Tag Vertex) [µm] y component of the vector from the IP to

the tag vertex

dz(Tag Vertex) [µm] z component of the vector from the IP to

the tag vertex

VarianceROE(pT ) [GeV2/c2] Variance of the transverse momentum of

the ROE tracks
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Table A.4.: Variables related to the D meson suppression. Section 5.6.4 gives information

about how the D meson candidates are defined.

Variable Unit Definition

Median(p-value(D0)) Median p-value of the vertex fits of the D0 can-

didates

M(D0) [GeV/c2] Mass of the best D0 candidate

p-value(D0) p-value of the best D0 candidate vertex fit

dr(D0) [µm] Radial distance between the best D0 candidate

vertex and the IP

dz(D0) [µm] Longitudinal distance between the best D0 can-

didate vertex and the IP

p-value(D+) p-value of the best D+ candidate vertex fit

dr(D+) [µm] Radial distance between the best D+ candidate

vertex and the IP

dz(D+) [µm] Longitudinal distance between the best D+ can-

didate vertex and the IP

dr(pD0) [µm] Radial distance between the best D0 candidate

momentum line and the IP

dz(pD0) [µm] Longitudinal distance between the best D0 can-

didate momentum line and the IP

M(D+) [GeV/c2] Mass of the best D+ candidate

p-value(D+) p-value of the best D+ candidate vertex fit

dz(pD+) [µm] Longitudinal distance between the best D+ can-

didate momentum line and the IP
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Figure A.1.: Simulated signal and background events in bins of variables related to the momen-

tum distribution in the entire event for the B0 → K0
Sνν̄ mode. The histograms are obtained

by selecting a total of approximately 106 simulated signal events and 106 simulated background

events with the criteria listed in Sections 5.3 to 5.5. The signal histogram and the stacked back-

ground histogram are divided by the total number of events that they contain. The variable defi-

nitions are given in Table A.1.
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Figure A.2.: Simulated signal and background events in bins of variables related to the entire

event for the B0 → K0
Sνν̄ mode. The histograms are obtained by selecting a total of approxi-

mately 106 simulated signal events and 106 simulated background events with the criteria listed

in Sections 5.3 to 5.5. The signal histogram and the stacked background histogram are divided

by the total number of events that they contain. The variable definitions are given in Table A.1.



A.1. Definition of variables 137

5.0 2.5 0.0 2.5 5.0 7.5 10.0
EROE [GeV]

0.000

0.025

0.050

0.075

0.100

0.125

0.150

Fr
ac

tio
n 

of
 e

ve
nt

s

Belle II simulation

B0B0

B+B--

cc

ss
uu
dd
B0 K0

S

0.00 0.05 0.10 0.15 0.20
Modified Fox-Wolfram Roo

0

0.00

0.02

0.04

0.06

0.08

0.10

0.12

Fr
ac

tio
n 

of
 e

ve
nt

s

Belle II simulation

B0B0

B+B--

cc
ss
uu
dd
B0 K0

S

0.05 0.00 0.05 0.10 0.15
Modified Fox-Wolfram Roo

2

0.0

0.1

0.2

0.3

0.4

Fr
ac

tio
n 

of
 e

ve
nt

s

Belle II simulation

B0B0

B+B--

cc
ss
uu
dd
B0 K0

S

0.0 2.5 5.0 7.5 10.0 12.5 15.0

M(ROE) [GeV/c2]

0.00

0.05

0.10

0.15

0.20

0.25

Fr
ac

tio
n 

of
 e

ve
nt

s

Belle II simulation

B0B0

B+B--

cc
ss
uu
dd
B0 K0

S

0.0 0.5 1.0 1.5 2.0 2.5 3.0
(pROE)

0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

Fr
ac

tio
n 

of
 e

ve
nt

s

Belle II simulation

B0B0

B+B--

cc
ss
uu
dd
B0 K0

S

0 1 2 3 4 5
pROE [GeV/c]

0.00

0.02

0.04

0.06

0.08

0.10

Fr
ac

tio
n 

of
 e

ve
nt

s

Belle II simulation

B0B0

B+B--

cc

ss
uu
dd
B0 K0

S

0.6 0.8 1.0 1.2
thrustROE

0.00

0.05

0.10

0.15

0.20

Fr
ac

tio
n 

of
 e

ve
nt

s

Belle II simulation

B0B0

B+B--

cc
ss
uu
dd
B0 K0

S

0.0 0.2 0.4 0.6 0.8 1.0
p-value(Tag Vertex)

10-4

10-3

10-2

10-1

100

101

102

Fr
ac

tio
n 

of
 e

ve
nt

s

Belle II simulation

B0B0

B+B--

cc

ss
uu
dd
B0 K0

S

400 200 0 200 400
dx(TagVertex) [µm]

0.00

0.05

0.10

0.15

0.20

0.25

Fr
ac

tio
n 

of
 e

ve
nt

s
Belle II simulation

B0B0

B+B--

cc
ss
uu
dd
B0 K0

S

400 200 0 200 400
dy(TagVertex) [µm]

0.00

0.05

0.10

0.15

0.20

0.25

0.30

Fr
ac

tio
n 

of
 e

ve
nt

s

Belle II simulation

B0B0

B+B--

cc
ss
uu
dd
B0 K0

S

2000 1000 0 1000 2000
dz(TagVertex) [µm]

0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

Fr
ac

tio
n 

of
 e

ve
nt

s

Belle II simulation

B0B0

B+B--

cc
ss
uu
dd
B0 K0

S

0.0 0.1 0.2 0.3 0.4

VarianceROE(pT) [GeV2/c2]

10-4

10-3

10-2

10-1

100

101

102

Fr
ac

tio
n 

of
 e

ve
nt

s

Belle II simulation

B0B0

B+B--

cc

ss
uu
dd
B0 K0

S

Figure A.3.: Simulated signal and background events in bins of variables related to the ROE

for the B0 → K0
Sνν̄ mode. The histograms are obtained by selecting a total of approximately

106 simulated signal events and 106 simulated background events with the criteria listed in Sec-

tions 5.3 to 5.5. The signal histogram and the stacked background histogram are divided by the

total number of events that they contain. The variable definitions are given in Table A.3.
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Figure A.4.: Simulated signal and background events in bins of variables related to the D me-

son suppression for the B0 → K0
Sνν̄ mode. The histograms are obtained by selecting a total of

approximately 106 simulated signal events and 106 simulated background events with the crite-

ria listed in Sections 5.3 to 5.5. The signal histogram and the stacked background histogram are

divided by the total number of events that they contain. The variable definitions are given in Ta-

ble A.4.
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A.2. Background coming from B meson decays

In complement to the discussion of Section 5.8.2, Tables A.5 to A.8 present the composition

of the simulated background coming from decays of charged and neutral B mesons for the

B+ → K+νν̄ mode and the B0 → K0
Sνν̄ mode in their respective signal search region.
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Table A.5.: Most important sources of background coming from charged B meson decays for

the B+ → K+νν̄ mode and for two regions defined as a function of the signal selection efficiency

quantile ε̃sig. The region ε̃sig > 0.92 corresponds to the twelve bins of the signal search region,

and the region ε̃sig > 0.98 corresponds to the three final bins of the signal search region. The

bins of the signal search region are defined in Section 5.8. Each entry in the table combines two

charge-conjugate modes.

ε̃sig(B+ → K+νν̄) > 0.92 Fraction [%] ε̃sig(B+ → K+νν̄) > 0.98 Fraction [%]

B± → D0µ±νµ 13.4 B± → D0µ±νµ 13.0

B± → D∗(2007)0µ±νµ 10.0 B± → D0e±νe 8.2

B± → D0e±νe 10.0 B± → K±K0K0 6.7

B± → D∗(2007)0e±νe 7.2 B± → D∗(2007)0µ±νµ 6.3

B± → D0e±νeγ 4.6 B± → D0K± 4.4

B± → K±K0K0 3.6 B± → D0e±νeγ 4.1

B± → D∗(2007)0e±νeγ 3.4 B± → D∗(2007)0e±νe 3.9

B± → D0K± 2.9 B± → D∗(2007)0K± 3.7

B± → D∗(2007)0K± 2.6 B± → D∗(2007)0e±νeγ 3.6

B± → ηc(1S)K± 2.4 B± → ηc(1S)K± 3.3

B± → D0K±K0 1.7 B± → D0π± 3.2

B± → D0π± 1.6 B± → τ±ντ 2.0

B± → ρ(770)±D0 1.5 B± → K0K± 1.7

B± → D0τ±ντ 1.5 B± → ρ(770)±D0 1.6

B± → J/ψ(1S)K± 1.4 B± → nnK± 1.4



A.2. Background coming from B meson decays 141

Table A.6.: Most important sources of background coming from neutral B meson decays for the

B+ → K+νν̄ mode and for two regions defined as a function of the signal selection efficiency

quantile ε̃sig. The region ε̃sig > 0.92 corresponds to the twelve bins of the signal search region,

and the region ε̃sig > 0.98 corresponds to the three final bins of the signal search region. The

bins of the signal search region are defined in Section 5.8. Each entry in the table combines two

charge-conjugate modes.

ε̃sig(B+ → K+νν̄) > 0.92 Fraction [%] ε̃sig(B+ → K+νν̄) > 0.98 Fraction [%]

B0 → D∗(2010)±µ±νµ 7.7 B0 → D±K± 12.5

B0 → D±K± 6.9 B0 → D±π± 6.8

B0 → D∗(2010)±e±νe 6.0 B0 → D∗(2010)±K± 3.8

B0 → D±K±K0 5.8 B0 → D∗(2010)±µ±νµ 3.8

B0 → D±µ±νµ 5.1 B0 → D±K±K0 3.5

B0 → D±e±νe 3.4 B0 → D∗(2010)±e±νe 2.8

B0 → D∗(2010)±e±νeγ 2.7 B0 → D±µ±νµ 2.6

B0 → D∗(2010)±K± 2.6 B0 → D∗(2010)±e±νeγ 2.4

B0 → D±π± 2.4 B0 → ρ(770)±D± 2.4

B0 → D∗(2010)±K±K0 2.4 B0 → K±K±K0 2.1

B0 → D±e±νeγ 1.7 B0 → K∗(892)±D± 2.1

B0 → ρ(770)±D± 1.6 B0 → D±e±νe 1.9

B0 → K±K±K0 1.5 B0 → D∗(2010)±K±K0 1.6

B0 → K∗(892)±D± 1.4 B0 → D±π±γ 1.6

B0 → D∗(2010)±µ±νµγ 1.3 B0 → D∗(2010)±π± 1.6
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Table A.7.: Most important sources of background coming from charged B meson decays for

the B0 → K0
Sνν̄ mode and for two regions defined as a function of the signal selection efficiency

quantile ε̃sig. The region ε̃sig > 0.92 corresponds to the twelve bins of the signal search region,

and the region ε̃sig > 0.98 corresponds to the three final bins of the signal search region. The

bins of the signal search region are defined in Section 5.8. Each entry in the table combines two

charge-conjugate modes.

ε̃sig(B0 → K0
Sνν̄) > 0.92 Fraction [%] ε̃sig(B0 → K0

Sνν̄) > 0.98 Fraction [%]

B± → D0µ±νµ 17.6 B± → D0µ±νµ 20.5

B± → D0e±νe 12.9 B± → D0e±νe 11.5

B± → D∗(2007)0µ±νµ 10.4 B± → D∗(2007)0µ±νµ 10.1

B± → D∗(2007)0e±νe 7.7 B± → K±K0K0 6.7

B± → D0e±νeγ 5.5 B± → D∗(2007)0e±νe 5.5

B± → D∗(2007)0e±νeγ 3.6 B± → D0e±νeγ 4.1

B± → K±K0K0 2.5 B± → K0
SK

0
Lπ
± 2.8

B± → K∗(892)±D0 1.8 B± → K∗(892)±D0 2.5

B± → D0µ±νµγ 1.7 B± → D0e±νeγγ 2.1

B± → D0e±νeγγ 1.4 B± → D∗(2007)0e±νeγ 2.1

B± → D0D±s 1.4 B± → D0µ±νµγ 1.8

B± → D0τ±ντ 1.3 B± → D∗(2007)0K∗(892)± 1.6

B± → D∗(2007)0K∗(892)± 1.2 B± → K∗(892)±K0 1.6

B± → D∗(2007)0µ±νµγ 1.2 B± → ρ(770)±D0 1.4

B± → D∗0(2300)0e±νe 1.1 B± → K∗0 (1430)±K0 1.4
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Table A.8.: Most important sources of background coming from neutral B meson decays for

the B0 → K0
Sνν̄ mode and for two regions defined as a function of the signal selection efficiency

quantile ε̃sig. The region ε̃sig > 0.92 corresponds to the twelve bins of the signal search region,

and the region ε̃sig > 0.98 corresponds to the three final bins of the signal search region. The

bins of the signal search region are defined in Section 5.8. Each entry in the table combines two

charge-conjugate modes.

ε̃sig(B0 → K0
Sνν̄) > 0.92 Fraction [%] ε̃sig(B0 → K0

Sνν̄) > 0.98 Fraction [%]

B0 → D±µ±νµ 16.7 B0 → D±µ±νµ 16.1

B0 → D±e±νe 12.2 B0 → K0K0K0 12.5

B0 → D∗(2010)±µ±νµ 6.9 B0 → D±e±νe 9.4

B0 → D±e±νeγ 6.1 B0 → D±e±νeγ 5.1

B0 → K0K0K0 5.7 B0 → D∗(2010)±µ±νµ 4.1

B0 → D∗(2010)±e±νe 4.9 B0 → D∗(2010)±e±νe 3.8

B0 → D∗(2010)±e±νeγ 2.3 B0 → K0
SK

0
LK

0
L 3.2

B0 → D±µ±νµγ 2.3 B0 → K0
SK

0
SK

0
L 2.5

B0 → D±e±νeγγ 1.9 B0 → K0K0K∗(892)0 1.9

B0 → D±τ±ντ 1.6 B0 → K∗(892)±D± 1.9

B0 → K∗(892)±D± 1.5 B0 → D±µ±νµγ 1.5

B0 → K0
SK

0
LK

0
L 1.3 B0 → D±e±νeγγ 1.4

B0 → D±K±K0 1.2 B0 → D∗(2010)±e±νeγ 1.3

B0 → D±D±s 1.2 B0 → K0K0 1.2

B0 → K0
SK

0
SK

0
L 1.1 B0 → D0K0 1.2
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A.3. Correction weights for simulated events

Table A.9 summarises the weights that are applied to simulated events to correct for

multiple sources of mis-modelling:

• The selection efficiency of the PID requirement imposed on signal K+ candidates

(Section 5.4) differs between data and simulation. The Belle II performance group

provides weights, noted wPID, that correct for this efficiency difference. These weights

are functions of the transverse momentum pT and the polar angle θ of the signal K+

candidate.

• By default, simulation does not take into account the q2-dependence of the form fac-

tor entering in the computation of the B → Kνν̄ branching fraction (Section 2.3.2).

A correction weight, noted wff , is applied to the simulated signal events to produce

a realistic q2-dependence of the signal branching fraction. This weight is computed

as the ratio between the two distributions shown in Figure 2.5 (Section 2.3.2).

• In Section 5.9.3, a correction weight is introduced to correct for the mis-modelling

of the continuum background simulation. This weight is noted wc and is function of

the BDTc output.

The total correction weight applied to a simulated event is the product of the individual

correction weights.
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Table A.9.: The product of a set of correction weights is applied to each simulated event. The

weights in the table are defined for the selection of B+ → K+νν̄ decays. For the neutral mode

(B0 → K0
Sνν̄), the PID weight wPID is absent, because there is no PID requirement (Sec-

tion 5.4), and the other weights are the same as for the charged mode.

Simulated sample Event correction weight

e+e− → B+(→ K+νν̄)B− wPID(pT , cos θ) · wff (q2)

e+e− → B+B− wPID(pT , cos θ)

e+e− → B0B0 wPID(pT , cos θ)

e+e− → uu wPID(pT , cos θ) · wc(BDTc)

e+e− → dd wPID(pT , cos θ) · wc(BDTc)

e+e− → ss wPID(pT , cos θ) · wc(BDTc)

e+e− → cc wPID(pT , cos θ) · wc(BDTc)

e+e− → τ+τ− wPID(pT , cos θ) · wc(BDTc)
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A.4. Yield stability in the signal search region

The Belle II dataset is segmented into several experiments, each corresponding to a cer-

tain data collection period. Moreover, each experiment is subdivided into runs, each

corresponding to an uninterrupted period of data taking. In this way, each event at Belle

II is unambiguously defined by the triplet (experiment number, run number, event num-

ber). The amount of on-resonance data studied here corresponds to a total of 189 fb−1 of

integrated luminosity, with experiment numbers ranging from 7 to 18.

Figure A.5 shows the number of on-resonance data events in the signal search region

per unit of integrated luminosity as a function of the data taking period for the charged

mode (B+ → K+νν̄) and the neutral mode (B0 → K0
Sνν̄). In order to follow the closed-

box principle mentioned at the beginning of Section 5.9, the average number of events is

subtracted to hide the actual number of selected data events in the signal search region.

The data yield per unit of integrated luminosity is reasonably stable, with fluctuations

that may be due to the fact that the simulated events are run-independent, meaning that

they are calibrated globally for the entire data sample.
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Figure A.5.: Number of on-resonance data events in the signal search region in bunches of

1 fb−1 as a function of the experiment number and the run number. The average number of

events is subtracted to hide the actual number of selected data events. The eight top plots cor-

respond to the B+ → K+νν̄ mode, and the eight bottom plots correspond to the B0 → K0
Sνν̄

mode.
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A.5. Comparison between the Poisson-based and

the Gaussian-based models

In complement to Figure 5.36 in Section 5.11, Figure A.6 compares the signal strength µ

obtained by fitting the pyhf model and the sghf model to pseudo-observations generated

with several input signal strengths µsig = 1, 5, 20. The results are the same for the two

models in most cases.
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Figure A.6.: Signal strength determined by fitting the sghf model and the pyhf model to

pseudo-observations. Pseudo-observations are generated with both Poisson statistical and Gaus-

sian systematic fluctuations around the expectations. An injected signal strength is varied be-

tween µsig = 1 (standard model expectation), µsig = 5, and µsig = 20.
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A.6. Post-fit normalisation parameters

This appendix gives information about the normalisation nuisance parameters obtained

after a fit of the binned-likelihood model to data samples of 63 fb−1 collected at the Υ (4S)

resonance and 9 fb−1 collected 60 MeV below the resonance (Section 5.12).

If s is a background sample taken from the set of considered background sources,

s ∈
{
e+e− → B+B−, e+e− → B0B0

}
∪
{
e+e− → qq : q = u, d, c, s

}
∪
{
e+e− → τ+τ−

}
,

then the background normalisation shift of s is defined as µs−1, where µs is the background

strength (i.e. the background normalisation nuisance parameter) of the background sample

s (Section 5.10.1). For example, a normalisation shift of zero corresponds to no variation

with respect to the expectation, and a shift of +0.5 corresponds to an upscale of the

expected yield by a factor of 1.5.

Figure A.7 (top) presents the post-fit normalisation shifts of the background sources. The

normalisation shifts of the B meson background are close to zero (no variation). By

contrast, the normalisation shifts of the e+e− → cc background and the e+e− → ss

background are close to 0.4, meaning that the corresponding post-fit yields are upscaled

by a factor of 1.4 with respect to the pre-fit expectations. This upscaling of the continuum

background was anticipated by the normalisation discrepancy observed when comparing

simulated continuum background and off-resonance data in the bins of the signal search

region at the end of Section 5.9.3.

Figure A.7 (bottom) shows the correlation between the signal strength µ, defined at the

beginning of Section 4.4, and the strengths µs of the seven background sources. The signal

strength is anti-correlated to the strength of the charged B meson background, because

this background is similar to signal in the most sensitive bins of the signal search region

(Figure 5.41 in Section 5.12). In addition, the strength of the charged B meson background

is strongly anti-correlated to the strength of the neutral B meson background, meaning

that these two background sources are hard to distinguish from each other. Similarly, the

strengths of the two main sources of continuum background, e+e− → cc and e+e− → ss,

are strongly anti-correlated.
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Figure A.7.: At the top, post-fit normalisation shifts and uncertainties of the background

sources as obtained by the sghf fit to the data. The normalisation shift is defined as µbkg − 1,

where µbkg is the background strength (i.e. the background normalisation nuisance parame-

ter). At the bottom, correlation between the signal strength µ and the strengths of the seven

background sources. The strength of the neutral B meson background is noted µmxd, and the

strength of the charged B meson background is noted µchg.



Glossary

ARICH Aerogel ring-imaging Cherenkov detector. 33, 36, 37

AUC Area under the receiver-operating-characteristic curve. 45, 80, 81, 82, 83, 84, 85,

88, 89

basf2 Belle II analysis software framework. 40

CDC Central drift chamber. 33, 35, 36, 37, 39, 60, 61, 63, 65

CKM Cabibbo-Kobayashi-Maskawa (matrix). 13, 14, 16, 18

CMS Centre-of-mass system. 68, 69, 70, 71, 129, 131, 133

CP Charge-parity (symmetry). 13, 16, 24

ECL Electromagnetic calorimeter. 38, 39, 40, 60, 61, 114, 115

EW Electroweak (theory). 11

FCNC Flavour-changing neutral current. 13, 20

GIM Glashow–Iliopoulos–Maiani (mechanism). 13, 20

HLT High-level trigger. 39
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IP Interaction point. 60, 70, 71, 72, 129, 132, 133, 134

KLM K0
L and µ detection system. 33, 38, 39

L1 Online trigger. 39

LHC Large hadron collider. 17

NP New physics. 9, 11, 23, 24

pdf Portable document format. 10

PID Particle identification. 33, 60, 63, 65, 70, 85, 86, 96, 106, 107, 108, 109, 110, 111,

116, 144, 145

POCA Point of closest approach. 69, 70, 129, 131, 132

PXD Pixel detector. 33, 34, 63

pyhf Pure-python HistFactory. 53, 54, 119, 120, 121, 122, 124, 148

QCD Quantum chromodynamics. 11

ROC Receiver-operating-characteristic curve. 45, 80, 81, 83, 84, 86

ROE Rest of the event. 48, 68, 69, 70, 71, 72, 76, 98, 130, 131, 133, 137

sghf Simplified Gaussian model. 53, 118, 119, 120, 148, 150

SM Standard model. 9, 10, 11, 12, 13, 14, 15, 16, 17, 19, 22, 23, 24, 25, 118, 123, 124

SVD Silicon vertex detector. 33, 34, 35

TOP Time-of-propagation detector. 33, 36, 37

VXD Vertex detector. 33, 60
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