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Overview
Quick intro. to Belle & Belle II

Some physics highlights

✓ Evidence for               (Belle II) 

✓                                 (Belle II) 

✓                                  (Belle + Belle II) 

✓  for ALP search        (Belle) 

Closing remarks 

B+ → τ+ν

B0 → K*0τ+τ−

B0 → K0
Sτ±ℓ∓

B → K(*)γγ

Neither EWP, nor LFV, but very sensitive to LFU, and 
irreducible bkgd. to B+ → K+νν̄

EWP, and very crucial for LFU

EWP and LFV

EWP, and relevant for dark sector 



SuperKEKB             Belle II

injector  
to Linac

<latexit sha1_base64="UWjsKjkQb+7ZrcSov+jRxg+Rebc=">AAACIXicbVBNTwIxEO3iF+IX6tFLIzHBC9kliFxMiB70iNEFExZJtxRoaLtr2zUhG/wpXvwrXjxoDDfjn7ELHBR8ySQv781kZp4fMqq0bX9ZqaXlldW19HpmY3Nreye7u1dXQSQxcXHAAnnnI0UYFcTVVDNyF0qCuM9Iwx9cJH7jkUhFA3GrhyFpcdQTtEsx0kZqZyueepA6ViN4Bh27cFJ5ij3J4SWpJwpvx57iiDHouaGiLBD50s3xCOL7Yjubswv2BHCRODOSAzPU2tmx1wlwxInQmCGlmo4d6laMpKaYkVHGixQJER6gHmkaKhAnqhVPPhzBI6N0YDeQpoSGE/X3RIy4UkPum06OdF/Ne4n4n9eMdLfSiqkII00Eni7qRgzqACZxwQ6VBGs2NARhSc2tEPeRRFibUDMmBGf+5UVSLxaccqF8XcpVz2dxpMEBOAR54IBTUAVXoAZcgMEzeAXv4MN6sd6sT2s8bU1Zs5l98AfW9w9b/KHK</latexit>p
s = 10.58 GeV = m⌥(4S)c

2

“B-tagging”

We also have data taken off-resonance 
as well as energy scan around Υ(5S)

3
unique to  B-factorye+e−

See Appendix, p.28-32.



The Belle II Collaboration

28 countries/regions,   124 ins2tu2ons,   ~1200 collaborators
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Belle (1999-2010) 
Luminosity

•  

 for charm 

•

∫ ℒtotal = 1039 fb−1

980 fb−1

∫ ℒΥ(4S) = 711 fb−1
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B+ → τ+ν
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 from Belle II @ DIS 2024B+ → K+νν
PRD 109, 112006 (2024)

Evidence for B+ ! K+⌫⌫̄ Decays1

Ann Author1, ⇤ and Second Author1, †2

(Belle II Collaboration)3

1Authors’ institution and/or address4

This line break forced with \\5

We search for the rare decay B+ ! K+⌫⌫̄ in a 362 fb�1 sample of electron-positron collisions6

at the ⌥ (4S) resonance collected with the Belle II detector at the SuperKEKB collider. We use7

the inclusive properties of the accompanying B meson in the ⌥ (4S) ! BB̄ events to suppress8

background from other decays of the signal B candidate and light-quark pair production. We val-9

idate the measurement with an auxiliary analysis based on a conventional hadronic reconstruction10

of the accompanying B meson. For background suppression, we exploit distinct signal features11

using machine learning methods tuned with simulated data. The signal-reconstruction e�ciency12

and background suppression are validated through various control channels. The branching frac-13

tion is extracted in a maximum likelihood fit. Our inclusive and hadronic analyses yield con-14

sistent results for the B+ ! K+⌫⌫̄ branching fraction of [2.8± 0.5(stat)± 0.5(syst)] ⇥ 10�5 and15 ⇥
1.1+0.9

�0.8(stat)
+0.8
�0.5(syst)

⇤
⇥ 10�5, respectively. Combining the results, we determine the branching16

fraction of the decay B+ ! K+⌫⌫̄ to be
⇥
2.4± 0.5(stat)+0.5

�0.4(syst)
⇤
⇥ 10�5, providing the first ev-17

idence for this decay at 3.6 standard deviations. The result is consistent with the standard model18

expectation at 2.8 standard deviations.19

PACS numbers: VERSION v4.020

I. INTRODUCTION21

Flavor-changing neutral-current transitions, such22

as b ! s⌫⌫̄, are suppressed in the standard23

model (SM) of particle physics, because of the24

Glashow–Iliopoulos–Maiani mechanism [1]. These transi-25

tions can only occur at higher orders in SM perturbation-26

theory through weak-interaction amplitudes that involve27

the exchange of at least two gauge bosons. One of the28

advantages of b ! s⌫⌫̄ transitions over b ! s`` transi-29

tions, where ` represents a charged lepton, is the absence30

of photon exchange. This leads to a smaller theoreti-31

cal uncertainty in b ! s⌫⌫̄ rate predictions compared to32

b ! s`` ones, which are a↵ected by the breakdown of33

factorization due to photon exchange [2].34

The b ! s⌫⌫̄ transition provides the leading ampli-35

tudes for the B
+ ! K

+
⌫⌫̄ decay, as shown in Fig. 1.36

The SM branching fraction of the B+ ! K
+
⌫⌫̄ decay [3]37

is predicted in Ref. [4] to be38

B(B+ ! K
+
⌫⌫̄) = (5.58± 0.37)⇥ 10�6

. (1)39

It includes the contribution of (0.61± 0.06)⇥ 10�6 from40

the double-charged-current B+ ! ⌧
+(! K

+
⌫)⌫̄ decays.4142

The B
+ ! K

+
⌫⌫̄ decay rate can be significantly mod-43

ified in models that predict non-SM particles, such as44

leptoquarks [5]. In addition, the B
+ meson could un-45

dergo a two-body decay to a kaon and an undetectable46

particle, such as an axion [6] or a dark-sector mediator47

[7].48

⇤
Also at Physics Department, XYZ University.

†
Second.Author@institution.edu
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FIG. 1. Lowest-order quark-level diagrams for the B+ !
K+⌫⌫̄ decay in the SM are either of the penguin, or box type.
The long-distance double-charged-current diagram arising at
tree-level in the SM also contributes to the B+ ! K+⌫⌫̄
decay.

The study of the B
+ ! K

+
⌫⌫̄ decay is experimen-49

tally challenging as the final state contains two neutrinos50

that are not reconstructed. In all analyses reported to51

date [8–13], no evidence for a signal has been found, and52

the current experimental upper limit on the branching53

fraction is 1.6⇥ 10�5 at the 90% confidence level [14].54

In this study the signal B meson is produced in the55

e
+
e
� ! ⌥(4S) ! B

+
B

� process. An inclusive tag-56

ging analysis method (ITA) exploiting inclusive proper-57

ties from the B-meson pair-produced along with the sig-58

nal B, is applied to the entire Belle II data set currently59

available, superseding the results of Ref. [13], where this60

method was first used. In addition, an auxiliary anal-61

ysis using the well-established hadronic-tagging analy-62

sis method (HTA) [9, 10] is presented; this involves ex-63

<latexit sha1_base64="bV7IMIVh9xlmQ+zOntJcbEHLs7o=">AAACMnicbZDLSgMxFIYz9VbrrerSTbAIYrHOlHrZCEURBBEq2At0pkMmzbShmUuTjFCGvojP4QO41TfQnbhw40OYtrPQ1h8CP985h5PzOyGjQur6m5aam19YXEovZ1ZW19Y3sptbNRFEHJMqDljAGw4ShFGfVCWVjDRCTpDnMFJ3epejev2BcEED/14OQmJ5qONTl2IkFbKzpb4dm9yDnOBhqwjPoTgqwTy8teObVn5EDk3R5zIWQ3iVsANoZ3N6QR8LzhojMTmQqGJnv8x2gCOP+BIzJETT0ENpxYhLihkZZsxIkBDhHuqQprI+8oiw4vF1Q7inSBu6AVfPl3BMf0/EyBNi4Dmq00OyK6ZrI/hvTaivdEl7ar10z6yY+mEkiY8n292IQRnAUX6wTVVUkg2UQZhTdQDEXcQRlirljErGmM5h1tSKBeOkcHxXypUvkozSYAfsgn1ggFNQBtegAqoAg0fwDF7Aq/akvWsf2uekNaUlM9vgj7TvH3ymqF8=</latexit>

q2rec = s/4 +M2
K+ �

p
sE⇤

K+
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 in SMB+ → τ+ν

<latexit sha1_base64="ue0UB0gue/WsM4utRiv1PHjOQUs=">AAADCXiclVJNThsxFPYM/6HQAEs2FqESCJHOAC0sUdh0gwSCABKTRB7PS2JhewbbgxRGc4IeoFs4AjvEtqfgBL1GPSESELpIn/SkT9/7/+ww4Uwbz3t23LHxicmp6ZnS7Ke5+c/lhcUzHaeKQp3GPFYXIdHAmYS6YYbDRaKAiJDDeXh1UMTPb0BpFstT00ugIUhHsjajxFiqteCUghA6TGbMgGC3kJeCAuHVLKCE41reygIl8MlhvlZrbuDAxNZJ2twIZLoeaCaw7zWzzZ18dYRC8bZulAFftz0Pj9AZ/revXXq3aAwyer28Va54Va9v+CPwB6CCBnbUKv8JopimAqShnGh96XuJaWREGUZ5IWWqISH0inTg0kJJBOhG1n+0HH+xTITbsbIuDe6zbysyIrTuidBmCmK6ejhWkP+MabtKF6Kh8aa918iYTFIDkr5Mb6ccW1mKb4EjpoAa3rOAUMXsAZh2iSLU2M9TKOMP6/ARnG1V/e/Vb8dblf3aQKNptIxW0Bry0S7aRz/QEaoj6lw7v5w759796T64j+7TS6rrDGqW0Dtzf/8FTqruiw==</latexit>

• BSM(B+ ! ⌧+⌫) ⇠ 10�4

• BSM(B+ ! µ+⌫) ⇠ BSM(B+ ! ⌧+⌫)/300

• BSM(B+ ! e+⌫) ⇠ BSM(B+ ! ⌧+⌫)/107
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W.-S. Hou, PRD 48, 2342 (1998)

B+
! ⌧+⌫ by new physics, e.g. H+
Effect of charged Higgs for B→τν

• B→τν could be affected by charged Higgs.

• An example of modifications is:

where

H!

rH =

✓
1 �

m2
B

m2
H

tan2 �

◆2
Type II of two Higgs doublet model,
W. S. Hou, PRD48, 2342 (1993).

B(B�
! ⌧�⌫̄⌧ ) = B(B�

! ⌧�⌫̄⌧ )SM ⇥ rH

4

H+B+
⌧+

⌫⌧

I B+
! ⌧+⌫ can be affected by new physics effects

For instance, H+ of 2-Higgs doublet model (type II)

B(B+
! ⌧+⌫) = BSM(B+

! ⌧+⌫) ⇥ rH

where rH =
⇥
1 � (m2

B/m2
H) tan2 �

⇤2
W.S. Hou, PRD 48, 2342 (1993)
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FIG. 6. Distributions of Eextra
ECL (top) and M2

miss (bottom) for
the signal embedding control sample.

measurement with past measurements from BABAR and
Belle, and SM predictions based on exclusive and inclu-
sive determinations of |Vub| [4].

Assuming the SM, and using fB = (190.0 ±

1.3) MeV [3], we extract from the B(B+
! ⌧+⌫⌧ ) a mea-

surement of the CKM matrix element

|Vub|B+!⌧+⌫⌧
= [4.41+0.74

�0.89]⇥ 10�3. (7)

Even though we use a smaller data sample, the sta-
tistical uncertainty of this measurement is compara-
ble to the previous hadronic tag analysis from BABAR
(426 fb�1) [11] and Belle (711 fb�1) [12]. This improved
sensitivity is due to the use of a new B tagging algorithm
and an optimized selection.

FIG. 7. Branching fraction B(B+
! ⌧+⌫⌧ ) measured by

Belle II compared with the past measurements and the two
SM expectation values, the yellow band calculated using the
exclusive value |Vub| = (3.75 ± 0.06 ± 0.19) ⇥ 10�3 and the
green band with the inclusive value |Vub| = (4.06 ± 0.12 ±

0.11)⇥ 10�3.
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B+ → τ+ν
Use hadronic B-tagging (FEI)

 as a key variable 

Match  b/w data & MC

•  matches well in given 

 bin  (Appendix pp.33-34) 

Signal extraction by 2D fit on 
 vs. 

2D histogram PDFs

• (top) for signal 

• (bottom) for background

Eextra
ECL

nγextra

Eextra
ECL

nγextra

M2
miss Eextra

ECL

8

FIG. 4. Two-dimensional PDFs of Eextra
ECL and M2

miss from simulation for signal (top) and background (bottom) in the ⌧+
!

e+ ⌫e ⌫⌧ channel (left) (similar for the ⌧+
! µ+ ⌫µ ⌫⌧ channel) and in the ⌧+

! ⇡+ ⌫⌧ (right) (similar for the ⌧+
! ⇢+ ⌫⌧

channel). The color represents the PDF probability in each bin.

TAB. V. Observed values of the signal yields and branching
fractions, obtained from single fits for each ⌧+ decay mode
and the simultaneous fit.

Decay mode ns B(10�4)

Simultaneous 94± 31 1.24± 0.41

e+ ⌫e ⌫⌧ 13± 16 0.51± 0.63

µ+ ⌫µ ⌫⌧ 40± 20 1.67± 0.83

⇡+ ⌫⌧ 31± 13 2.28± 0.93

⇢+ ⌫⌧ 6± 25 0.42± 1.82

not a↵ect the signal yields, they are propagated directly
to the branching fraction, as in the case of the number
of ⌥ (4S), the fraction of B+B� pairs (symmetrizing the
uncertainty to be f+� = 0.5113± 0.0108 since it is not a
dominant uncertainty), and the uncertainty on the track-
ing e�ciency of the signal charged particle. Otherwise,
the e↵ect on the final result is estimated by fluctuating

the assumptions and propagating the e↵ect on the PDF
shapes, generating in this way a set of alternative PDFs.
The fit is repeated with all the alternative templates, and
the standard deviation of the fitted B(B+

! ⌧+⌫⌧ ) val-
ues is taken as the corresponding systematic uncertainty.
We evaluate the systematic uncertainty related to sim-

ulation statistics by fluctuating the bin contents of the
2D histogram PDFs 200 times, varying the bin content
according to MC statistical uncertainties, and assuming a
Poisson distribution. We obtain an uncertainty of 13.3%.
To evaluate the systematic corrections to the n�extra

multiplicity we vary the bin-by-bin correction by apply-
ing 100 Gaussian variations, taking the variance from the
corrections obtained from control studies. The resulting
PDFs are used to repeat the fit. The standard deviation
of the fit results is 5.5%, which is taken as a systematic
uncertainty.
To account for possible discrepancies between data and

simulation due to the branching fractions of the B and D
decays used in the MC simulation, we apply 50 Gaussian
variations to those branching fractions, with the variance

leptonic mode

leptonic mode

hadronic mode

hadronic mode

arXiv:2502.04885 
submitted to PRD
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Fit 1D projections

13

𝐵+ → 𝜏+𝜈𝜏 

𝐸ECLextra𝑀𝑚𝑖𝑠𝑠
2

preliminary preliminary

preliminarypreliminary

𝑒 𝜇

𝜋 𝜌

𝜇

Sig× 40

𝜋

Sig× 20

, ResultsB+ → τ+ν
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TAB. VI. Summary of systematic uncertainties (syst.) on the
fitted branching fraction presented as relative uncertainties.
The e↵ect of each source is evaluated in the simultaneous fit
of the four signal modes. The last three sources do not a↵ect
the signal yields.

Source Syst.

Simulation statistics 13.3%

Fit variables PDF corrections 5.5%

Decays branching fractions in MC 4.1%

Tag B� reconstruction e�ciency 2.2%

Continuum reweighting 1.9%

⇡0 reconstruction e�ciency 0.9%

Continuum normalization 0.7%

Particle identification 0.6%

Number of produced ⌥ (4S) 1.5%

Fraction of B+B� pairs 2.1%

Tracking e�ciency 0.2%

Total 15.5%

standard deviation in the fit results, which is taken as a
systematic uncertainty.

The limited size of the o↵-resonance sample a↵ects
the reweighting of the continuum MC. Applying a boot-
strapping procedure, and resampling the training and
test samples of the FBDT, we obtain 50 di↵erent sets of
reweighting factors. Repeating the fit with this change
we observe a standard deviation of 1.9% in the fit results,
which is taken as a systematic uncertainty.

Events with a pion in the final state are assigned to
the ⇢ (⇡) category if a ⇡0 is (is not) found to come from
a ⇢+ ! ⇡+⇡0 decay. Therefore, mis-modeling of the ⇡0

reconstruction e�ciency would a↵ect only hadronic ⌧+

decays. We study the data and MC agreement for the ⇡0

e�ciency using D⇤0(! D0⇡0)⇡+ and D0
! K�⇡+(⇡0)

decays for ⇡0 momenta in the range [0.05,0.20] and
[0.20,3.0] GeV/c, respectively, determining corrections
factors to the MC for the ⇡0 e�ciency. To obtain the
systematic uncertainties, we follow a ⇡0 removal proce-
dure. After generating a repeatable random sequence of
values between zero and one, if the value is greater than
the e�ciency correction, the ⇡0 is removed, and the two
�’s are reassigned to the ROE; the event migrates from
⌧+ ! ⇢+ ⌫⌧ to ⌧+ ! ⇡+ ⌫⌧ category. We evaluate the
systematic contribution by fitting the data on 50 di↵er-
ent modified PDFs changing the random sequence. The
di↵erence between the average of the fitted branching
fractions and the nominal fit result is negligible, while
the standard deviation of the fitted branching fractions
is 0.9%. Thus, we conclude that there is no bias in the
result if the corrections are not applied and we set the
systematic uncertainty to 0.9%.

We change the continuum fraction of the background
by the statistical uncertainty of the o↵-resonance sample,

producing 50 alternative background PDFs, obtained as-
suming a Poisson distribution. Repeating the fit with the
di↵erent PDFs, we observe a standard deviation of fit re-
sults of 0.7%, which is taken as a systematic uncertainty.
The systematic uncertainty of the lepton and hadron

identification e�ciency and fake rates are extracted from
pure samples of pions and leptons in D⇤+

! D0 (! K�

⇡+)⇡+, ⇤0
! p ⇡�, K0

S ! ⇡+⇡�, J/ ! `+`� data
and MC sample. We evaluate the impact on the branch-
ing fraction fit by changing the shapes of the PDFs and
the values of selection e�ciencies according to 1� vari-
ations of systematic uncertainty of lepton identification,
⇡ identification, and fake rates estimated in the control
samples. We observe a standard deviation in the fit re-
sults of 0.6%.
We check the agreement of signal selection e�ciency

in data and MC with a B+
! D⇤0 `+ ⌫` control sample.

After applying all the selections and calibrations, we find
a Data/MC ratio equal to 0.96±0.04, which implies that
no further e�ciency correction is needed.
Moreover, we implement a signal embedding procedure

on a sample of B+
! K+ J/ (! `+`�) (` = e, µ), ex-

ploiting its clean experimental signature. In each event,
B+

! K+ J/ is removed, and replaced by a simulated
B+

! ⌧+⌫⌧ . This procedure is performed both on data
and simulation, applying the standard B+

! ⌧+⌫⌧ re-
construction. The ratio of signal selection e�ciencies es-
timated between data and MC is 1.02± 0.18, which con-
firms the agreement obtained from the B+

! D⇤ `+ ⌫`
control sample. The distributions of Eextra

ECL
and M2

miss

are also in good agreement between data and MC for
this embedding sample, as shown in Fig. 6.
We find evidence of signal with a significance of 3.0�

from a hypothesis test after convolving the likelihood pro-
file with a Gaussian, whose width is set to the total sys-
tematic uncertainty. The test statistic is �2 log(L/L0),
where L (L0) is the value of the likelihood function when
the signal yield is allowed to vary (is fixed to 0). We
generate 106 pseudo-datasets from the background-only
PDF assuming no signal and repeat the fits. We ob-
tain the significance from the p-value calculated as the
fraction of fit results having a value of the test statistic
smaller than the one observed in data.

VIII. CONCLUSIONS

We present a measurement of the branching fraction
of the B+

! ⌧+⌫⌧ decay using 365 fb�1 of electron-
positron collision data recorded at the ⌥ (4S) resonance
by the Belle II detector, using hadronic B tagging. For
this measurement, we consider one-prong decays of the
⌧+ lepton. We measure B(B+

! ⌧+⌫⌧ ) to be

B(B+
! ⌧+⌫⌧ ) = [1.24±0.41(stat.)±0.19(syst.)]⇥10�4

(6)
with a significance of 3.0�. The measured B is consistent
with the current world average and with the SM predic-
tion. Figure 7 shows a comparison of our B(B+

! ⌧+⌫⌧ )

Check signal efficiency by using  as 
control sample (see Appendix p.35) prepared by 
signal embedding technique

B+ → K+J/ψ

For signal-enhanced projection onto , 

require  for 
leptonic (hadronic) channels

Eextra
ECL

M2
miss > 10 (0.8) GeV2

arXiv:2502.04885 
submitted to PRD
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 SummaryB+ → τ+ν
BR world average goes

from   

to  

 by  becomes

  

compare with  from 
semileptonic B decays

(1.09 ± 0.24) × 10−4

(1.12 ± 0.21) × 10−4

|Vub | B+ → τ+ν

|Vτν
ub | = (4.19+0.38

−0.41) × 10−3

|Vub |
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FIG. 6. Distributions of Eextra
ECL (top) and M2

miss (bottom) for
the signal embedding control sample.

measurement with past measurements from BABAR and
Belle, and SM predictions based on exclusive and inclu-
sive determinations of |Vub| [4].

Assuming the SM, and using fB = (190.0 ±

1.3) MeV [3], we extract from the B(B+
! ⌧+⌫⌧ ) a mea-

surement of the CKM matrix element

|Vub|B+!⌧+⌫⌧
= [4.41+0.74

�0.89]⇥ 10�3. (7)

Even though we use a smaller data sample, the sta-
tistical uncertainty of this measurement is compara-
ble to the previous hadronic tag analysis from BABAR
(426 fb�1) [11] and Belle (711 fb�1) [12]. This improved
sensitivity is due to the use of a new B tagging algorithm
and an optimized selection.

FIG. 7. Branching fraction B(B+
! ⌧+⌫⌧ ) measured by

Belle II compared with the past measurements and the two
SM expectation values, the yellow band calculated using the
exclusive value |Vub| = (3.75 ± 0.06 ± 0.19) ⇥ 10�3 and the
green band with the inclusive value |Vub| = (4.06 ± 0.12 ±

0.11)⇥ 10�3.
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B0 → K*0τ+τ−
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• FCNC — suppressed & sensitive to NP 

•  involve 3rd gen. fermions 

✓ 3.1  tension in  

✓ 2.7  tension in  

• SM prediction 

✓ ( ) = 

K*0τ+τ−

σ B → D(*)τν

σ B+ → K+νν̄

ℬ B0 → K*0τ+τ− (0.98 ± 0.10) × 10−7

, Intro.B0 → K*0τ+τ−

• Potential enhancement in BF ( ), 
given  ‘anomaly’ 

∼ 10−4

B → D(*)τν

Belle II preliminary

Capdevila, Crivellin, Descotes-Genon, Hofer, 
Matias, PRL 120, 181802 (2018)
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• FEI for  recon. —  multiple neutrinos 

• For the  

✓ use  decays to , , ,   

✓  

✓ and require no additional tracks 

• BDT for further selection, using 

✓ event shape variables, kinematics 

✓ ,  

✓  

✓

Btag ∃

Bsig

τ eνν̄ μνν̄ π+ν ρ+ν

K*0 → K+π−

pmiss Eextra

q2 = (pτ+ + pτ−)2 = (pee − ptag − pK*)2

M(K*τ)

, Event selectionB0 → K*0τ+τ−
Belle II preliminary
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• Fit BDT output for  

✓ in 4 groups 

✓ for Signal + qq + BB 

• Fit results 

  

(90% CL with CLs method) 

• Compare w/ Belle (711 -1) 

η(BDT) > 0.5

ℬ(B0 → K*0τ+τ−) < 1.8 × 10−3

ℬ(B0 → K*0τ+τ−) < 3.1 × 10−3

, Fit & Result B0 → K*0τ+τ−
6

Figure 2: Distributions of ⌘(BDT) in the SR for the four signal categories. The fit results are shown for the two background
components (BB and qq) and the B0 ! K⇤0⌧+⌧� signal, with a fitted branching fraction of [�0.15± 1.01] ⇥ 10�3. A
B0 ! K⇤0⌧+⌧� signal distribution, scaled assuming a branching fraction of 10�2, is shown as reference. The bottom panel
shows the pull distributions.
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B0 → K0
Sτ±ℓ∓



18

• FCNC with LFV, forbidden in SM 

• Motivated by  excess (Belle II), 
 BSM model[*] that predicts 

✓  

• Existing results  

✓   (BaBar, Belle, LHCb) 

✓  (LHCb) 

✓ but nothing on modes with  

• This analysis  

✓ search for  using 
combined data of Belle & Belle II

B+ → K+νν̄
∃

ℬ(B → Kτ±ℓ∓) ∼ 𝒪(10−6)

B+ → K+τ±ℓ∓

B0 → K*0τ±μ∓

K0
S

B0 → K0
Sτ±ℓ∓

arXiv:2412.16470 
submitted to PRL

, Intro.B0 → K0
Sτ±ℓ∓

[*]
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• FCNC with LFV, forbidden in SM 

• Motivated by  excess (Belle II), 
 BSM model[*] that predicts 

✓  

• Existing results  

✓   (BaBar, Belle, LHCb) 

✓  (LHCb) 

✓ but nothing on modes with  

• This analysis  

✓ search for  using 
combined data of Belle & Belle II

B+ → K+νν̄
∃

ℬ(B → Kτ±ℓ∓) ∼ 𝒪(10−6)

B+ → K+τ±ℓ∓

B0 → K*0τ±μ∓

K0
S

B0 → K0
Sτ±ℓ∓

arXiv:2412.16470 
submitted to PRL
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the background is described by an exponential function
with floating yield and shape parameters. We introduce
a scale factor f to account for data-simulation di↵erence
on the width from signal simulation. The f ratio, deter-
mined to be 1.04± 0.15, is used as a correction factor for
the width. The value of B(B0

! D
+
s D

�) is measured to
be (10.1± 1.2)⇥ 10�3, consistent with the world-average
value [23] within 2�, and serves as a closure test of the
entire analysis chain. To validate the BDT performance,
we apply B

0
! K

0
S⌧

±
`
⌥ weights to B

0
! D

+
s D

� events.
The e�ciency is derived from B

0
! D

+
s D

� yields be-
fore and after BDT selection using Mrecoil fits. The
data-simulation e�ciency ratios (RBDT) are 0.93± 0.17,
0.96±0.16, 0.92±0.16, and 0.96±0.18 for the OSµ, SSµ,
OSe, and SSe modes, respectively.
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FIG. 1. Fit to the recoil mass of the Btag and D+
s system for

simulation (upper) and data (lower) with the combined Belle
and Belle II samples.

Figure 2 shows the M⌧ fits to data for B0
! K

0
S⌧

±
`
⌥

decays. There is no significant signal in any of the fit
channels. We translate the number of observed events
Nsig into a branching fraction B using the expression

B =
Nsig

✏⇥ 2NBB̄ ⇥ (1 + f+�/f00)�1
, (2)

where ✏ is the e�ciency after RBDT and RFEI calibra-
tions. The e�ciency also includes the branching fractions
of K0

S , ⌧ , ⇢, ⇡
0, and the e↵ect of B0-B̄0 mixing (i.e. sig-

nal loss in mixed events) in the simulation. In the case
where the true branching fractions are zero, the result-
ing estimates are unbiased. We use NBB̄= 1159 ⇥ 106,
which is the total number of BB pairs for the combined
datasets; and f+�/f00 = 1.052±0.031, which is the ratio

of B(⌥(4S) ! B
+
B

�) to B(⌥(4S) ! B
0
B̄

0) [34].
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FIG. 2. The M⌧ distributions and fits for the combined Belle
and Belle II datasets. The black dots with error bars show the
data, the red dash-dotted curve shows the signal component,
the blue dashed curve shows the background component, and
the purple solid curve shows the global fit.

We obtain ULs on the signal yields using pseudo-
experiments. They are generated using background and
signal PDFs for di↵erent values of the signal branching
fractions, performing 10,000 fits for each value. We then
define N

UL
sig at 90% CL as the signal yield for which 10%

of the experiments have fit yields less than the observed
Nsig in data. Systematic uncertainties are included by
smearing the Nsig distribution obtained from the pseudo-
experiments with the fractional systematic uncertainty,
which has an e↵ect of less than 1% on the mean Nsig.
The ULs on the branching fractions B

UL are then ob-
tained from N

UL
sig using Eq. 2. Including the e↵ect of

B
0-B̄0 mixing in the e�ciency (Eq. 2) ensures ULs cor-

rectly cover the case of zero true branching fractions and
are conservative otherwise. Table I summarizes the e�-
ciency, fit results, and observed ULs at 90% CL for the
four channels. Expected ULs, derived from the no-signal
assumption, are in the range [2.1, 2.2]⇥ 10�5.

TABLE I. E�ciencies (✏), signal yields (Nsig) of the data fit,
central value of the branching fractions and the observed BUL

at 90% CL. The first uncertainty of the central value is sta-
tistical and the second is systematic.

B(10�5)

Channels ✏(10�4) Nsig Central value UL

B0 ! K0
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+µ� 1.7 �1.8± 3.0 �1.0± 1.6± 0.2 1.1
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�µ+ 2.1 2.6± 3.5 1.1± 1.6± 0.3 3.6

B0 ! K0
S⌧

+e� 2.0 �1.2± 2.4 �0.5± 1.1± 0.1 1.5

B0 ! K0
S⌧

�e+ 2.1 �2.9± 2.0 �1.2± 0.9± 0.3 0.8

The primary source of systematic uncertainty arises

5

the background is described by an exponential function
with floating yield and shape parameters. We introduce
a scale factor f to account for data-simulation di↵erence
on the width from signal simulation. The f ratio, deter-
mined to be 1.04± 0.15, is used as a correction factor for
the width. The value of B(B0

! D
+
s D

�) is measured to
be (10.1± 1.2)⇥ 10�3, consistent with the world-average
value [23] within 2�, and serves as a closure test of the
entire analysis chain. To validate the BDT performance,
we apply B
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⌥ weights to B
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� events.
The e�ciency is derived from B
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� yields be-
fore and after BDT selection using Mrecoil fits. The
data-simulation e�ciency ratios (RBDT) are 0.93± 0.17,
0.96±0.16, 0.92±0.16, and 0.96±0.18 for the OSµ, SSµ,
OSe, and SSe modes, respectively.
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FIG. 1. Fit to the recoil mass of the Btag and D+
s system for

simulation (upper) and data (lower) with the combined Belle
and Belle II samples.

Figure 2 shows the M⌧ fits to data for B0
! K

0
S⌧

±
`
⌥

decays. There is no significant signal in any of the fit
channels. We translate the number of observed events
Nsig into a branching fraction B using the expression

B =
Nsig

✏⇥ 2NBB̄ ⇥ (1 + f+�/f00)�1
, (2)

where ✏ is the e�ciency after RBDT and RFEI calibra-
tions. The e�ciency also includes the branching fractions
of K0

S , ⌧ , ⇢, ⇡
0, and the e↵ect of B0-B̄0 mixing (i.e. sig-

nal loss in mixed events) in the simulation. In the case
where the true branching fractions are zero, the result-
ing estimates are unbiased. We use NBB̄= 1159 ⇥ 106,
which is the total number of BB pairs for the combined
datasets; and f+�/f00 = 1.052±0.031, which is the ratio

of B(⌥(4S) ! B
+
B

�) to B(⌥(4S) ! B
0
B̄

0) [34].
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FIG. 2. The M⌧ distributions and fits for the combined Belle
and Belle II datasets. The black dots with error bars show the
data, the red dash-dotted curve shows the signal component,
the blue dashed curve shows the background component, and
the purple solid curve shows the global fit.

We obtain ULs on the signal yields using pseudo-
experiments. They are generated using background and
signal PDFs for di↵erent values of the signal branching
fractions, performing 10,000 fits for each value. We then
define N

UL
sig at 90% CL as the signal yield for which 10%

of the experiments have fit yields less than the observed
Nsig in data. Systematic uncertainties are included by
smearing the Nsig distribution obtained from the pseudo-
experiments with the fractional systematic uncertainty,
which has an e↵ect of less than 1% on the mean Nsig.
The ULs on the branching fractions B

UL are then ob-
tained from N

UL
sig using Eq. 2. Including the e↵ect of

B
0-B̄0 mixing in the e�ciency (Eq. 2) ensures ULs cor-

rectly cover the case of zero true branching fractions and
are conservative otherwise. Table I summarizes the e�-
ciency, fit results, and observed ULs at 90% CL for the
four channels. Expected ULs, derived from the no-signal
assumption, are in the range [2.1, 2.2]⇥ 10�5.

TABLE I. E�ciencies (✏), signal yields (Nsig) of the data fit,
central value of the branching fractions and the observed BUL

at 90% CL. The first uncertainty of the central value is sta-
tistical and the second is systematic.

B(10�5)

Channels ✏(10�4) Nsig Central value UL

B0 ! K0
S⌧

+µ� 1.7 �1.8± 3.0 �1.0± 1.6± 0.2 1.1

B0 ! K0
S⌧

�µ+ 2.1 2.6± 3.5 1.1± 1.6± 0.3 3.6

B0 ! K0
S⌧

+e� 2.0 �1.2± 2.4 �0.5± 1.1± 0.1 1.5

B0 ! K0
S⌧

�e+ 2.1 �2.9± 2.0 �1.2± 0.9± 0.3 0.8

The primary source of systematic uncertainty arises

• Hadronic B-tag and missing mass 
✓ recoiling against  to look for  

• calibration using   
✓ to look for  in the recoil mass

K0
Sℓ∓ M(τ)

B0 → D+
s X

D(*)−

, Intro.B0 → K0
Sτ±ℓ∓
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, ResultsB0 → K0
Sτ±ℓ∓

5

the background is described by an exponential function
with floating yield and shape parameters. We introduce
a scale factor f to account for data-simulation di↵erence
on the width from signal simulation. The f ratio, deter-
mined to be 1.04± 0.15, is used as a correction factor for
the width. The value of B(B0

! D
+
s D

�) is measured to
be (10.1± 1.2)⇥ 10�3, consistent with the world-average
value [23] within 2�, and serves as a closure test of the
entire analysis chain. To validate the BDT performance,
we apply B

0
! K

0
S⌧

±
`
⌥ weights to B

0
! D

+
s D

� events.
The e�ciency is derived from B

0
! D

+
s D

� yields be-
fore and after BDT selection using Mrecoil fits. The
data-simulation e�ciency ratios (RBDT) are 0.93± 0.17,
0.96±0.16, 0.92±0.16, and 0.96±0.18 for the OSµ, SSµ,
OSe, and SSe modes, respectively.
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FIG. 1. Fit to the recoil mass of the Btag and D+
s system for

simulation (upper) and data (lower) with the combined Belle
and Belle II samples.

Figure 2 shows the M⌧ fits to data for B0
! K

0
S⌧

±
`
⌥

decays. There is no significant signal in any of the fit
channels. We translate the number of observed events
Nsig into a branching fraction B using the expression

B =
Nsig

✏⇥ 2NBB̄ ⇥ (1 + f+�/f00)�1
, (2)

where ✏ is the e�ciency after RBDT and RFEI calibra-
tions. The e�ciency also includes the branching fractions
of K0

S , ⌧ , ⇢, ⇡
0, and the e↵ect of B0-B̄0 mixing (i.e. sig-

nal loss in mixed events) in the simulation. In the case
where the true branching fractions are zero, the result-
ing estimates are unbiased. We use NBB̄= 1159 ⇥ 106,
which is the total number of BB pairs for the combined
datasets; and f+�/f00 = 1.052±0.031, which is the ratio

of B(⌥(4S) ! B
+
B

�) to B(⌥(4S) ! B
0
B̄

0) [34].
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FIG. 2. The M⌧ distributions and fits for the combined Belle
and Belle II datasets. The black dots with error bars show the
data, the red dash-dotted curve shows the signal component,
the blue dashed curve shows the background component, and
the purple solid curve shows the global fit.

We obtain ULs on the signal yields using pseudo-
experiments. They are generated using background and
signal PDFs for di↵erent values of the signal branching
fractions, performing 10,000 fits for each value. We then
define N

UL
sig at 90% CL as the signal yield for which 10%

of the experiments have fit yields less than the observed
Nsig in data. Systematic uncertainties are included by
smearing the Nsig distribution obtained from the pseudo-
experiments with the fractional systematic uncertainty,
which has an e↵ect of less than 1% on the mean Nsig.
The ULs on the branching fractions B

UL are then ob-
tained from N

UL
sig using Eq. 2. Including the e↵ect of

B
0-B̄0 mixing in the e�ciency (Eq. 2) ensures ULs cor-

rectly cover the case of zero true branching fractions and
are conservative otherwise. Table I summarizes the e�-
ciency, fit results, and observed ULs at 90% CL for the
four channels. Expected ULs, derived from the no-signal
assumption, are in the range [2.1, 2.2]⇥ 10�5.

TABLE I. E�ciencies (✏), signal yields (Nsig) of the data fit,
central value of the branching fractions and the observed BUL

at 90% CL. The first uncertainty of the central value is sta-
tistical and the second is systematic.

B(10�5)

Channels ✏(10�4) Nsig Central value UL
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+µ� 1.7 �1.8± 3.0 �1.0± 1.6± 0.2 1.1

B0 ! K0
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�µ+ 2.1 2.6± 3.5 1.1± 1.6± 0.3 3.6

B0 ! K0
S⌧

+e� 2.0 �1.2± 2.4 �0.5± 1.1± 0.1 1.5

B0 ! K0
S⌧

�e+ 2.1 �2.9± 2.0 �1.2± 0.9± 0.3 0.8

The primary source of systematic uncertainty arises

5

the background is described by an exponential function
with floating yield and shape parameters. We introduce
a scale factor f to account for data-simulation di↵erence
on the width from signal simulation. The f ratio, deter-
mined to be 1.04± 0.15, is used as a correction factor for
the width. The value of B(B0

! D
+
s D

�) is measured to
be (10.1± 1.2)⇥ 10�3, consistent with the world-average
value [23] within 2�, and serves as a closure test of the
entire analysis chain. To validate the BDT performance,
we apply B
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0
! D

+
s D

� events.
The e�ciency is derived from B

0
! D

+
s D

� yields be-
fore and after BDT selection using Mrecoil fits. The
data-simulation e�ciency ratios (RBDT) are 0.93± 0.17,
0.96±0.16, 0.92±0.16, and 0.96±0.18 for the OSµ, SSµ,
OSe, and SSe modes, respectively.
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FIG. 1. Fit to the recoil mass of the Btag and D+
s system for

simulation (upper) and data (lower) with the combined Belle
and Belle II samples.

Figure 2 shows the M⌧ fits to data for B0
! K

0
S⌧

±
`
⌥

decays. There is no significant signal in any of the fit
channels. We translate the number of observed events
Nsig into a branching fraction B using the expression

B =
Nsig

✏⇥ 2NBB̄ ⇥ (1 + f+�/f00)�1
, (2)

where ✏ is the e�ciency after RBDT and RFEI calibra-
tions. The e�ciency also includes the branching fractions
of K0

S , ⌧ , ⇢, ⇡
0, and the e↵ect of B0-B̄0 mixing (i.e. sig-

nal loss in mixed events) in the simulation. In the case
where the true branching fractions are zero, the result-
ing estimates are unbiased. We use NBB̄= 1159 ⇥ 106,
which is the total number of BB pairs for the combined
datasets; and f+�/f00 = 1.052±0.031, which is the ratio

of B(⌥(4S) ! B
+
B

�) to B(⌥(4S) ! B
0
B̄

0) [34].
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FIG. 2. The M⌧ distributions and fits for the combined Belle
and Belle II datasets. The black dots with error bars show the
data, the red dash-dotted curve shows the signal component,
the blue dashed curve shows the background component, and
the purple solid curve shows the global fit.

We obtain ULs on the signal yields using pseudo-
experiments. They are generated using background and
signal PDFs for di↵erent values of the signal branching
fractions, performing 10,000 fits for each value. We then
define N

UL
sig at 90% CL as the signal yield for which 10%

of the experiments have fit yields less than the observed
Nsig in data. Systematic uncertainties are included by
smearing the Nsig distribution obtained from the pseudo-
experiments with the fractional systematic uncertainty,
which has an e↵ect of less than 1% on the mean Nsig.
The ULs on the branching fractions B

UL are then ob-
tained from N

UL
sig using Eq. 2. Including the e↵ect of

B
0-B̄0 mixing in the e�ciency (Eq. 2) ensures ULs cor-

rectly cover the case of zero true branching fractions and
are conservative otherwise. Table I summarizes the e�-
ciency, fit results, and observed ULs at 90% CL for the
four channels. Expected ULs, derived from the no-signal
assumption, are in the range [2.1, 2.2]⇥ 10�5.

TABLE I. E�ciencies (✏), signal yields (Nsig) of the data fit,
central value of the branching fractions and the observed BUL

at 90% CL. The first uncertainty of the central value is sta-
tistical and the second is systematic.

B(10�5)

Channels ✏(10�4) Nsig Central value UL

B0 ! K0
S⌧

+µ� 1.7 �1.8± 3.0 �1.0± 1.6± 0.2 1.1

B0 ! K0
S⌧

�µ+ 2.1 2.6± 3.5 1.1± 1.6± 0.3 3.6

B0 ! K0
S⌧

+e� 2.0 �1.2± 2.4 �0.5± 1.1± 0.1 1.5

B0 ! K0
S⌧

�e+ 2.1 �2.9± 2.0 �1.2± 0.9± 0.3 0.8

The primary source of systematic uncertainty arises

6

from the BDT selections, which is 16–18%, based on the
uncertainty in RBDT using the B

0
! D

+
s D

� sample.
Using the same sample, the uncertainty from the signal
PDF is 15%. This includes the uncertainties in width
(uncertainty of the width correction factor), mean (de-
viation from nominal D mass in the data fit), skewness,
and Gaussian component strength of the Johnson func-
tion, estimated using a new PDF reweighted by mode-
dependent calibration factors for the dominant B-tagging
modes. The uncertainty in the Btag e�ciency is taken
from the uncertainty of RFEI (4%). The small di↵er-
ence (0.8–1.6%) in the validation of the fitting proce-
dure is treated as the associated uncertainty. The un-
certainty in K

0
S reconstruction is estimated to be 1.1%

using aD⇤+
! ⇡

+
D

0
, D

0
! K

0
S⇡

+
⇡
� sample. The Belle

PID uncertainties are evaluated using J/ ! `
+
`
� and

D
⇤+

! D
0(! K

�
⇡
+)⇡+ samples to be 0.3%, 0.4% and

1.0% for muons, electrons, and pions, respectively. The
Belle II PID uncertainties for muon, electron and pion are
0.5%, 1.0% and 1.0%, respectively, which are obtained us-
ing the samples described in Ref. [35]. The uncertainty
from the ⇡0 reconstruction is 1.3% using B

+
! K

⇤+(!
K

+
⇡
0)J/ and D

⇤�
! D̄

0(! K
+
⇡
�
⇡
0)⇡� samples.

The uncertainty for the requirement that there is no ad-
ditional ⇡0 candidate in the ROE in the ⌧ ! ⇡⌫ mode is
1.0% using BtagB(! K

0
SJ/ ) events. The uncertainties

arising from NBB̄ , f+�/f00, and the branching fractions
of K0

S , ⌧, ⇢ and ⇡0 decays [23] are 1.1%, 1.5% and 0.7%,
respectively. For sources with di↵erent systematic un-
certainties in Belle and Belle II, we calculate the total
multiplicative values by weighting the individual uncer-
tainties according to the integrated luminosities of the
two samples. The total systematic uncertainties are 24%,
22%, 23%, and 24% for OSµ, SSµ, OSe, and SSe modes,
respectively.

In summary, we have searched for B
0
! K

0
S⌧

±
`
⌥ for

the first time using Belle and Belle II datasets. This is
also the first direct search for LFV in B decays using the
Belle II dataset. The ULs on the branching fractions at
90% CL are:

B(B0
! K

0
S⌧

+
µ
�) < 1.1⇥ 10�5

B(B0
! K

0
S⌧

�
µ
+) < 3.6⇥ 10�5

B(B0
! K

0
S⌧

+
e
�) < 1.5⇥ 10�5

B(B0
! K

0
S⌧

�
e
+) < 0.8⇥ 10�5

The results for B
0

! K
0
S⌧

±
e
⌥ are the most strin-

gent ULs on b ! s⌧e transitions, and those for B
0
!

K
0
S⌧

±
µ
⌥ are among the best limits on b ! s⌧µ tran-

sitions achieved to date. These results are approaching
the potential BSM enhancement level of O(10�6). Addi-
tionally, we provide the selection e�ciency as a function
of (M2

⌧`,M
2
K0

S`) in the Supplemental Material, to allow

these results to be reinterpreted in specific BSM models.
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 for ALP, Intro.B → K(*)γγ
Search for axion-like particle (ALP) 

•  (assume dominant)  

• also assume (mostly) prompt decay, but non-
zero lifetime is considered for efficiency loss  

• if no signal, set upper limits on ALP-  
coupling, [#] 

• search region: 
 

• no sensitivity for  regions 

Procedure 

• continuum suppression and  veto 
with separate Fast-BDT’s  (T. Keck, Comp Softw Big Sci 
1, 2 (2017)) 

• then apply  veto for remaining bkg.

a → γγ

W
<latexit sha1_base64="53WG+ecmjHQiFhX21FsUK0nNPCk=">AAACAnicbVDLSgNBEOz1GeMr6tHLYBA8hV3xdQx68RjBPCBZwuxsJxkzO7vMzAphyc0P8Kqf4E28+iN+gb/hJNmDJhY0FFXddHcFieDauO6Xs7S8srq2Xtgobm5t7+yW9vYbOk4VwzqLRaxaAdUouMS64UZgK1FIo0BgMxjeTPzmIyrNY3lvRgn6Ee1L3uOMGis1+t2MNsfdUtmtuFOQReLlpAw5at3SdyeMWRqhNExQrduemxg/o8pwJnBc7KQaE8qGtI9tSyWNUPvZ9NoxObZKSHqxsiUNmaq/JzIaaT2KAtsZUTPQ895E/NfT9pQBhnPrTe/Kz7hMUoOSzbb3UkFMTCZ5kJArZEaMLKFMcfsAYQOqKDM2taJNxpvPYZE0TiveReX87qxcvc4zKsAhHMEJeHAJVbiFGtSBwQM8wwu8Ok/Om/PufMxal5x85gD+wPn8AcAImA8=</latexit>gaW

0.16 < ma < 4.20 (4.50) GeV
π0, η, η′ 

π0 → γγ

B → Xsγ

[#] PRL 118, 111802 (2017)  

Belle preliminary
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 for ALP, Results w/ Belle dataB → K(*)γγ

Fitted results

• for each  mode 

• (top) signal yield 

• (bottom) in significance 
level 

• the gray vertical bands 
correspond to , , and  
regions 

K(*)

π0 η η′ 

Belle preliminary
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 for ALP, Upper limits on B → K(*)γγ gaW

90% CL upper limits on  as a function of gaW ma

Belle preliminary

<latexit sha1_base64="n/75kD1knWkP0axCih9nNfBY1aA=">AAAB7XicbVC7SgNBFL0bXzG+opaKDAbBKuxaRMugjWUC5gHJEmYns8mY2ZllZlYIS0p7GwtFbP2FfIed3+BPOHkUmnjgwuGce7n3niDmTBvX/XIyK6tr6xvZzdzW9s7uXn7/oK5logitEcmlagZYU84ErRlmOG3GiuIo4LQRDG4mfuOBKs2kuDPDmPoR7gkWMoKNleq9Toobo06+4BbdKdAy8eakUD4eV78fT8aVTv6z3ZUkiagwhGOtW54bGz/FyjDC6SjXTjSNMRngHm1ZKnBEtZ9Orx2hM6t0USiVLWHQVP09keJI62EU2M4Im75e9Cbif14rMeGVnzIRJ4YKMlsUJhwZiSavoy5TlBg+tAQTxeytiPSxwsTYgHI2BG/x5WVSvyh6pWKpatO4hhmycASncA4eXEIZbqECNSBwD0/wAq+OdJ6dN+d91ppx5jOH8AfOxw+aj5Le</latexit> g a
W

<latexit sha1_base64="++NCe+OCWFFb+LlVFY2KzI2s7sw=">AAACDXicbVDLSgMxFM34rPVVdalI8AEqUmZcVJelbgQ3LdhW6NRyJ820ocnMkGSEMnTpxo2/4kaoIm7du/Mb/AnTx0KrB0IO59xLco4Xcaa0bX9aU9Mzs3PzqYX04tLyympmbb2iwlgSWiYhD+W1B4pyFtCyZprT60hSEB6nVa9zPvCrt1QqFgZXuhvRuoBWwHxGQBupkdkrYFeH+PImOTg67GE4djEMBLcFQsD4amR27aw9BP5LnDHZzW/1S1932/1iI/PhNkMSCxpowkGpmmNHup6A1Ixw2ku7saIRkA60aM3QAARV9WSYpof3jdLEfijNCTQeqj83EhBKdYVnJgXotpr0BuJ/Xi3W/lk9YUEUaxqQ0UN+zLGJO6gGN5mkRPOuIUAkM3/FpA0SiDYFpk0JzmTkv6RyknVy2VzJtFFAI6TQJtpBB8hBpyiPLlARlRFB9+gRPaMX68F6sl6tt9HolDXe2UC/YL1/Aw+pnWk=</latexit>

B ! K(⇤)a, a ! ��
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90% confidence level upper limits on  as a function of  in 
comparison with other existing results

gaW ma

 for ALP, Upper limits on B → K(*)γγ gaW
Belle preliminary

<latexit sha1_base64="n/75kD1knWkP0axCih9nNfBY1aA=">AAAB7XicbVC7SgNBFL0bXzG+opaKDAbBKuxaRMugjWUC5gHJEmYns8mY2ZllZlYIS0p7GwtFbP2FfIed3+BPOHkUmnjgwuGce7n3niDmTBvX/XIyK6tr6xvZzdzW9s7uXn7/oK5logitEcmlagZYU84ErRlmOG3GiuIo4LQRDG4mfuOBKs2kuDPDmPoR7gkWMoKNleq9Toobo06+4BbdKdAy8eakUD4eV78fT8aVTv6z3ZUkiagwhGOtW54bGz/FyjDC6SjXTjSNMRngHm1ZKnBEtZ9Orx2hM6t0USiVLWHQVP09keJI62EU2M4Im75e9Cbif14rMeGVnzIRJ4YKMlsUJhwZiSavoy5TlBg+tAQTxeytiPSxwsTYgHI2BG/x5WVSvyh6pWKpatO4hhmycASncA4eXEIZbqECNSBwD0/wAq+OdJ6dN+d91ppx5jOH8AfOxw+aj5Le</latexit> g a
W

<latexit sha1_base64="q1IpMfqi4YGAoGmgvMxJnTNb75E=">AAAB+HicbVDJSgNBEK1xjeOSUY9eGoMQPYQZD9GLGOJF8BLBLJCMoafTkzTpWejuEeKQL/EiqIhXf8K7F/Fv7CwHTXxQ8Hiviqp6XsyZVLb9bSwsLi2vrGbWzPWNza2stb1Tk1EiCK2SiEei4WFJOQtpVTHFaSMWFAcep3WvfzHy63dUSBaFN2oQUzfA3ZD5jGClpbaVLaOWitDVbZo/Ohwi3LZydsEeA80TZ0py5x/mWfz0ZVba1merE5EkoKEiHEvZdOxYuSkWihFOh2YrkTTGpI+7tKlpiAMq3XR8+BAdaKWD/EjoChUaq78nUhxIOQg83Rlg1ZOz3kj8z2smyj91UxbGiaIhmSzyE470q6MUUIcJShQfaIKJYPpWRHpYYKJ0VqYOwZl9eZ7UjgtOsVC8tnOlMkyQgT3Yhzw4cAIluIQKVIFAAg/wDC/GvfFovBpvk9YFYzqzC39gvP8AziOU5w==</latexit>

B ! K(⇤)a



Closing remarks 
In this talk, we have presented just a few recent physics highlights from 
Belle II mostly on rare B decays, e.g.  (evidence!) and 

 (search).
B+ → τ+ν

B0 → K*0τ+τ−

25

In addition, we showed Belle search 
for ALP in B decays, whereby setting 
the most stringent limit in ALP-W 
coupling.

Run 2 will resume in this year 
(currently in a short break) with goal 
of collecting several  data in the 
next few years.  Please stay tuned!

ab−1



Thank you!
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Appendix
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2 x mB = 10.56 GeV
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Non-leptonic hadron decays at e+e– colliders

• Coherent production of meson-antimeson 
pairs with kinematics constrained by 
precisely known collision energy 

• Simple and clean event topologies: 
hadronic events have typically O(10) 
particles 

• Asymmetric-energy colliders: boosted 
production for time-dependent 
measurements 

• Hermetic detectors: excellent (and 
kinematically unbiased) efficiencies for all 
final states, including neutral hadrons 
such as π0, η, KS0, KL0, n

5

B-Factory basics 

• Asymmetric collider 
Boost of center-of-mass 

• Excellent vertexing 
performance ( ) 

• coherent  pairs 
production 

• Excellent flavour tagging 
performance

⇒

σ ∼ 15 μm
BB

6

Expected Mbc ≃ mBExpected ΔE ≃ 0

ΔE = E*B − s /2 Mbc = ( s /2)2 − ⃗p*2
B

•   
constrained kinematics 

• Hermetic detector  complete event 
reconstruction

s = m(Υ(4S)) = 10.58 GeV ≃ 2mB ⇒

⇒

 
measurement of 

 for time 
dependent CP 
violation (TDCPV) 

Δt

9
Invariant  mass with  energy 

replaced by half of the collision energy.
B B Difference between expected and 

observed B energy

Signal 
Continuum 

 backgroundBB̄

B factory analysis 101 

SignalContinuum 

Point-like particles colliding at BBbar threshold: low background and 
knowledge of initial state offers stringent kinematic constraints.  

Extract signal using

kinematics event shape
Event topology

KinematicsKey variables of B decays
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• only two  mesons in the final 

state

• Since the initial state is clearly 
determined, fully accounting 
one  ( ) makes it possible 
to constrain the accompanying 

 ( )

• Having a single missing particle 
(e.g. ) is usually as clean as 
getting all particles measured

• The price to pay is a big drop of 
efficiency ( ) 

e+e− → Υ(4S) → BB
B

B Btag

B Bsig

ν

< 𝒪(1%)

How to handle a missing particle at Belle II?



31

 
• only two  mesons in the final 

state

• Since the initial state is clearly 
determined, fully accounting 
one  ( ) makes it possible 
to constrain the accompanying 

 ( )

• Having a single missing particle 
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efficiency ( ) 
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FEI algorithm to reconstruct 

• uses ~200 BDT’s to reconstruct  different 
 decay chains 

• assign signal probability of being correct 

Btag

𝒪(104)
B

Btag

Full Event Interpretation (FEI)
Btag Bsig
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(a) (b)

(c) (d)

FIG. 2. First row: distributions of n�extra (a) and Eextra
ECL (b) in data and simulation for Eextra

ECL < 1 GeV. Second row:
distributions of Eextra

ECL with n�extra = 3 (c) and n�extra = 5 (d). The number of events in simulation is scaled to the data for
(c) and (d) to compare the shapes. The B+

! ⌧+⌫⌧ signal events are a small component of the full sample.

FIG. 3. Distributions of n�extra (left) and Eextra
ECL (right) in data and simulation for Eextra

ECL < 1 GeV after applying the n�extra

calibration.
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 as a key variable 

(a)  for  

(b)  

(c)  for = 3 

(d)  for = 5  

Note:  matches well 
in a given  bin

➔ match  first! 

Eextra
ECL

nγextra Eextra
ECL < 1.0

Eextra
ECL

Eextra
ECL nγextra

Eextra
ECL nγextra

Eextra
ECL

nγextra

nγextra

(a) (b)

(c) (d)

B+ → τ+ν arXiv:2502.04885
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 and  after matching  with calibration sample nγextra Eextra
ECL nγextra

B+ → τ+ν arXiv:2502.04885
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11

FIG. 6. Distributions of Eextra
ECL (top) and M2

miss (bottom) for
the signal embedding control sample.

measurement with past measurements from BABAR and
Belle, and SM predictions based on exclusive and inclu-
sive determinations of |Vub| [4].

Assuming the SM, and using fB = (190.0 ±

1.3) MeV [3], we extract from the B(B+
! ⌧+⌫⌧ ) a mea-

surement of the CKM matrix element

|Vub|B+!⌧+⌫⌧
= [4.41+0.74

�0.89]⇥ 10�3. (7)

Even though we use a smaller data sample, the sta-
tistical uncertainty of this measurement is compara-
ble to the previous hadronic tag analysis from BABAR
(426 fb�1) [11] and Belle (711 fb�1) [12]. This improved
sensitivity is due to the use of a new B tagging algorithm
and an optimized selection.

FIG. 7. Branching fraction B(B+
! ⌧+⌫⌧ ) measured by

Belle II compared with the past measurements and the two
SM expectation values, the yellow band calculated using the
exclusive value |Vub| = (3.75 ± 0.06 ± 0.19) ⇥ 10�3 and the
green band with the inclusive value |Vub| = (4.06 ± 0.12 ±

0.11)⇥ 10�3.
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, Control sample checkB+ → τ+ν

Check signal efficiency by using control sample,

prepared by signal embedding technique

• use , cleanly reconstructed sample 

• throw the  part away, to be replaced by MC-generated  

• the check gives  for the efficiency ratio (good!)

B+ → K+J/ψ
K+J/ψ B+ → τ+ν

1.02 ± 0.18
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