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SuperKEKB	

E. Graziani – Dark Sector Searches with Belle II – SUSY2018 3
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*

(2) Increase beam currents
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... For a 40x increase in intensity you have to make the beam as thin as a few x100 atomic layers

From KEKB to SuperKEKB

43 nm

x2x20 E*
y=0.27/0.30 mm

I+/-=3.6/2.6 A

Cri-cal	issues	at	L	=	8	x	1035	cm-2s-1	
	
Higher	event	rate	(x40)		
		trigger	rate,	DAQ,	compuGng	
	
Higher	machine	backgrounds	
		radiaGon	damage	
		occupancy	
		fake	hits	and	pile-up	in	the	calorimeter	



Belle	à	Belle	II	
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Detector layout (Belle -> Belle II)

Belle 

RPC 
->Scintillator

(Endcap and inner two layer of Barrel for neutron BG)

Belle II VXD
R=14-140mm
(Ks acceptance)
Belle SVD
R=20-88mm

5

(Better K/p separation)

The Belle II Experiment: Status and Prospects



Belle	II	data	taking		
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We	are	here	

Phase	2	 Phase	3	

Phase	2:	
	
Ended	on	July	17	2018	
Peak	luminosity:	0.5	x	1034	cm-2s-1	
Recorded	int.	lum.:	500	pb-1	
à	5	×	10-4		Belle+Babar	dataset	
	
Commisioning	run	w/o	vertex	
understand	machine	backgrounds	
and	detector	

Phase	3:	
Physics	run	with	complete	detector	
Begins	early	2019	
	
Will	collect	50	x	Belle	data	
by	2025	
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FIG. 1: This figure shows m(K+K�) distributions in 250 pb�1 of collision data. Kaon PID
requirement using all the detector is applied. The selection criteria are the same as mentioned in
BELLE2-NOTE-PH-2018-005.
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Belle	II	performances	in	Phase	2	
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FIG. 3: This figure shows the invariant mass distribution of J/ ! µ+µ� candidates in 250 pb�1

of Phase 2 data. Both tracks are required to point to the BKLM subdetector (37� < #trk < 130�);
at least 1 track is required to have muonID > 0.001 and to have the PID information available
from the KLM subdetector. Selection criteria and further details are described in the internal note
BELLE2-NOTE-PH-2018-016.
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Figure 1: This figure shows the invariant mass distribution of J/ ! e+e�candidates in
250 pb�1 of collision data. Events are required to contain at least three good tracks to
purify the sample with processes of the type e+e� !hadrons, while rejecting beam induced
background, Bhabha scattering, and other low multiplicity background sources. The e+ and
e� candidates are tracks required to have impact parameters, |d0| and |z0| < 0.5 cm and
3.0 cm respectively. EECL/p � 0.9 is applied to both e+ and e�. Bremsstrahlung photons
with E� < 1.0 GeV are added to e+and e� tracks in a cone < 5�. The J/ candidates are
searched in, 0.4  p⇤J/ 2 GeV. The internal document reference is BELLE2-NOTE-PH-
2018-014.
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Figure 2: This figure shows the invariant mass distribution of K0
S ! ⇡+⇡� candidates

in 250 pb�1 of collision data. Events are required to contain at least three good tracks
to purify the sample with processes of the type e+e� ! hadrons, while rejecting beam
induced background, Bhabha scattering, and other low multiplicity background sources.
The events are selected with 0.45 < m(⇡+⇡�) < 0.55 GeV/c2. A vertex fitter based on
a Kalman algorithm is used to fit the vertex to reject candidates where the tracks do not
originate from near a common decay point. A track quality criteria of > 0.001 is applied on
the tracks that originate within the beam pipe. An optimised selection is done in di↵erent
regions of K0

S momentum based on the variables - minimum of the smallest approach of
the two daughter tracks, azimuthal angle between momentum and the decay vertex of
K0

S candidate, distance between two daughter tracks at their interception point and flight
length of the K0

S candidate. The internal document reference is BELLE2-NOTE-PH-2018-
017.
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FIG. 2: m�� distribution in Exp 3, runs 112-1355. A � peak at about 542 MeV/c2 is visible.
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FIG. 1: m�� distribution in Exp 3, runs 112-1355. A ⇡0 peak at about 132 MeV/c2 is visible.
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Figure 1: This figure shows the invariant mass distribution of ⇡0 ! �� in 5 pb�1 of collision
data. Events are required to contain at least three good tracks to purity the sample with
processes of the type e+e� ! hadrons, while rejecting beam induced background, Bhabha
scattering, and other low multiplicity background sources. The photon daughters of the
⇡0 candidates are required to have an energy of greater than 150 MeV, and to be within
the acceptance of the Central Drift Chamber (CDC). The internal document reference is
BELLE2-NOTE-PH-2018-002.
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Figure 1: This figure shows the invariant mass distribution of charm candidates in
250 pb�1 of collision data, in the mode D⇤+ ! D0⇡+, D0 ! K�⇡+ for 0.144 < �M <
0.146 GeV/c2. Events are required to contain at least three good tracks to purify the
sample with processes of the type e+e� ! hadrons, while rejecting beam induced back-
ground, Bhabha scattering, and other low multiplicity background sources. The charged
kaon and pion tracks are required to have impact parameters, |d0| and |z0| less than 0.5 cm
and 3.0 cm respectively. Particle identification criteria > 0.5 is applied to K�. The D⇤

candidates are required to have a centre-of-mass momentum of greater than 2.5 GeV/c to
select cc̄ events. The internal document reference is BELLE2-NOTE-PH-2018-004.
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	Seen	few	B	meson	decays	
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Figure 1: The cos ✓BY =
2E⇤

BE⇤
Y �M2

B�m2
Y

2p⇤Bp⇤Y
distribution of B̄0 ! D⇤+e�⌫̄e candidates using

250 pb�1 of collision data, where E⇤
Y , p

⇤
Y , and mY are the CM energy, momentum, and in-

variant mass of the D⇤e system, MB is the nominal B mass, and E⇤
B, p

⇤
B are the CM energy

and momentum of the B, inferred from the CMmachine energy. For correctly reconstructed
B candidates, ignoring mismeasurements and the spread in machine energy, ✓BY is the CM
angle between theB and Y momenta. Here the data (points with error bars) is overlaid with
the combination of MC events, scaled to the same area as the data. D0 candidates are re-
constructed from K�⇡+ pairs, selected without particle identification requirements, within
the invariant mass range 1.85 GeV/c2 < mK⇡ < 1.88 GeV/c2. D⇤+ candidates are recon-
structed from a D0 candidate and a ⇡+ candidate track, with the invariant-mass di↵erence
between the D⇤+ and D0 candidates in the range 0.144 GeV/c2 < �m < 0.148 GeV/c2.
The momentum of D⇤+ candidates is required to satisfy p⇤D⇤+ < 2.5 GeV/c. Continuum
e+e� ! qq̄ background is suppressed with the Fox-Wolfram moment ratio R2 < 0.25.
Electron candidates are selected with requirements on the energy-to-momentum ratio
EECL/p > 0.8 and on the shower width parameter E9/E21 > 0.94, and must have center-
of-mass momentum in the range 1.2 GeV/c < p⇤l < 2.4 GeV/c. The internal document
reference is BELLE2-NOTE-PH-2018-018.
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Hadronic	B	decay	modes	 Semileptonic	B	decay	modes	



Strategy	to	reconstruct	missing	energy	modes	
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�  For	signal	with	weak	exp.	signature	
�  Decay	with	missing	momentum	

(many	neutrinos	in	the	final	state)	
�  Inclusive	analyses		

�  background	rejecGon	improved	by	fully	
reconstrucGng	the	companion	B	(tag)	

�  Tag	with	semileptonic	decays	
�  PRO:	Higher	efficiency	εtag	>O(	1%)	

CON:	more	backgrounds,		
					B	momentum	unmeasured	

�  Tag	with	hadronic	decays		
�  PRO:	much	cleaner	events,	

										B	momentum	reconstructed	
CON:	smaller	efficiency	εtag	<O(1%)	
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B	reconstrucGon	strategy	

Hadronic/Semileptonic(SL) tag
• Unique and powerful tools at 𝐵 factories to analysis final states with multiple 𝜈.

Tagging Techniques 4

𝑒− 𝑒+

Signal side
• Signal decay

Tag side
• Hadronic decay : 𝐵 → 𝐷(∗)𝑋, 𝐽/𝜓𝑋, …
• Semileptonic decay : 𝐵 → 𝐷(∗)ℓν

𝑩𝐬𝐢𝐠

𝑩𝐭𝐚𝐠

Υ(4𝑆) Reconstruct 𝑩𝐭𝐚𝐠 from know decays.

NIMA 654, 432 (2011)

𝑩 → 𝑫(∗)𝓵𝝂
𝑞𝑞

𝐵0  𝐵0

𝐵+𝐵−

PRD 82, 071101(R) (2010)

cos θ𝐵−𝐷(∗)𝑙

𝐜𝐨𝐬𝜽𝑩−𝑫(∗)ℓ =
2𝐸beam𝐸𝐷(∗)ℓ − 𝑚𝐵

2 − 𝑚𝐷(∗)ℓ
2

2|  𝑝𝐵 | ∙ |  𝑝𝐷(∗)ℓ|

𝐷(∗)ℓ

𝜈𝐵
𝜽𝑩−𝑫(∗)𝓵Had-tag. SL-tag.

𝑴𝒃𝒄 = 𝐸beam
2 −  𝑝𝐵tag

2 𝜟𝑬 = 𝐸beam − 𝐸𝐵tag

Developed	at	B-factories	to	reconstruct		
thousands	of	combinaGon	of		
B	à	D	X	,	D	àY	hadronic	decays	
	
BaBar	determined	the	purity	on	data	to	
rank	the	decay	modes	
	
Belle	pioneered	a	mulGlevel	MV	classifier	
further	developed	in	Belle	II	
	
	
“Tagging”	extended	to	B	à	D	l	ν	decays	
		

Hadronic/Semileptonic(SL) tag
• Unique and powerful tools at 𝐵 factories to analysis final states with multiple 𝜈.

Tagging Techniques 4

𝑒− 𝑒+

Signal side
• Signal decay

Tag side
• Hadronic decay : 𝐵 → 𝐷(∗)𝑋, 𝐽/𝜓𝑋, …
• Semileptonic decay : 𝐵 → 𝐷(∗)ℓν

𝑩𝐬𝐢𝐠

𝑩𝐭𝐚𝐠

Υ(4𝑆) Reconstruct 𝑩𝐭𝐚𝐠 from know decays.

NIMA 654, 432 (2011)

𝑩 → 𝑫(∗)𝓵𝝂
𝑞𝑞

𝐵0  𝐵0

𝐵+𝐵−

PRD 82, 071101(R) (2010)

cos θ𝐵−𝐷(∗)𝑙

𝐜𝐨𝐬𝜽𝑩−𝑫(∗)ℓ =
2𝐸beam𝐸𝐷(∗)ℓ − 𝑚𝐵

2 − 𝑚𝐷(∗)ℓ
2

2|  𝑝𝐵 | ∙ |  𝑝𝐷(∗)ℓ|

𝐷(∗)ℓ

𝜈𝐵
𝜽𝑩−𝑫(∗)𝓵Had-tag. SL-tag.

𝑴𝒃𝒄 = 𝐸beam
2 −  𝑝𝐵tag

2 𝜟𝑬 = 𝐸beam − 𝐸𝐵tag
cos ✓B�D(⇤)l =

2EbeamED(⇤)l �m

2
B �m

2
D(⇤)l

2 pB pD(⇤)l
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Algorithm	 MVA	 Eff.	 Purity	

Belle	(2007)	 Cut	 0.1	 0.25	

Belle	(2011)	 NeuroBayes	 0.2	 0.25	

Belle	II	FEI	(2017)	 Fast	BDT	 0.5	 0.25	



B	à	D(*)	τν	
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Standard	Model	predicGon	theoreGcally	clean	
Yield	and	q2	distribuGon	from	a	form	factor	
	
Simplest	case	of	New	Physics	from	Charged	Higgs	
	
Measure	a	raGo	R	=	B(	Bà	D(*)	τ ν	)/B(	BàD(*)lν)		
Experimentally	hard:			signature	is	not	a	peak		
on	a	smooth	background!	
	
Data	driven	methods	to	control	the	backgrounds	
(most	dangerous	B	à	D**	l	ν	background)	
	
	



Hints	of	Lepton	Flavour	Universality	violaGon	
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4σ	away	from	SM	predicGon	poinGng	to	Lepton	Flavour	Universality	violaGon	
Simplest	NP	extensions	like	2HDM	type	II	not	sufficient		
	
Many	theoreGcal	models	on	the	market	to	explain	the	measurements 		
•  Extending	the	interacGons	adding	scalar,	vector,	tensor	coefficients	to	be	fired	
•  Specific	new	physics	models	like	LQ,	addiGonal	gauge	bosons…	

Phys.	Rev.	Ler.	109,	101802	(2012)	

ICHEP Seoul 2018 Phillip URQUIJO

B → D(*) τ ν & B → D(*) π l ν
• World average near 3.9 σ from SM expectation 

• RD* with hadronic modes are 1σ consistent with SM 

• Belle RD* combination < 2 σ from SM. 

• τ  are mimicked by background → enhancement. More studies of B→D** (→ Dnπ) lν necessary

 9

HFLAV ICHEP 2018  
Belle arXiv:1803.06444

Measurement of the branching fraction of B→D(*)πℓν at 
Belle using hadronic tagging in fully reconstructed events

HFlav Combination
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FIG. 1. (Color online) Binned extended maximum likelihood of the MC templates to the data for the combined fit to
B+ ! D�⇡+`+⌫ (left) and B+ ! D⇤�⇡+`+⌫ (right). The data is shown with error bars. The legend in the left panel indicates
each component in the fit. The dots at the bottom of each panel show the pulls between the data and the fit. For better
visibility, we doubled the bin width for this plot.
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FIG. 2. (Color online) Binned extended maximum likelihood of the MC templates to the data for the combined fit to
B0 ! D̄0⇡�`+⌫ (left) and B0 ! D̄⇤0⇡�`+⌫ (right). The data is shown with error bars. The legend in the left panel indicates
each component in the fit. The dots at the bottom of each panel show the pulls between the data and the fit. For better
visibility, we doubled the bin width for this plot.

correction factors of the simulation of the PID discussed
earlier as well as the uncertainty on the tracking e�ciency.
Similarly, for the underlying physical processes, we con-
sider the uncertainty of the D and B meson branching
fractions and the D

⇤ and D

⇤⇤ form factors. Further-

more, we consider the uncertainty of the calibration of
the tagging algorithm, the uncertainty on the total num-
ber of BB̄ pairs, and the uncertainty on the branching
fractions of ⌥(4S) to B

+
B

� and B

0
B̄

0. These sources
of uncertainty of the simulation of the detector and un-



Current	measurements	and	Belle	II	projecGon	
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1 Leptonic and Semileptonic B Decays

Table 12: Expected precision of RD(⇤) and P⌧ (D⇤) at Belle II, given as the relative uncertainty

for RD(⇤) and absolute for P⌧ (D⇤). The values given are the statistical and systematic errors

respectively.

5 ab�1 50 ab�1

RD (±6.0 ± 3.9)% (±2.0 ± 2.5)%

RD⇤ (±3.0 ± 2.5)% (±1.0 ± 2.0)%

P⌧ (D⇤) ±0.18 ± 0.08 ±0.06 ± 0.04
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Fig. 10: Expected Belle II constraints on the RD vs RD⇤ plane (top) and the RD⇤ vs P⌧ (D⇤)

plane (bottom) compared to existing experimental constraints from Belle. The SM predic-

tions are indicated by the black points with theoretical error bars. In the right panel, the

NP scenarios “Scalar”, “Vector” and “Tensor” assume contributions from the operators OS
1

,

OV
1

and OT , respectively.

Future prospects. Based on the existing results from Belle and the expected statistical 550

and experimental improvements at Belle II, we provide estimates of the precision of RD(⇤) 551

and P⌧ (D⇤) in Table 12 for two integrated luminosities. In Fig. 10, the expected precisions 552

at Belle II are compared to the current results and the SM expectations. The RD(⇤) precision 553

will be comparable to the current theoretical uncertainty. Furthermore, precise polarisation 554

measurements, P⌧ (D⇤), and decay di↵erentials will provide further discrimination of NP 555

scenarios. In the estimates for P⌧ (D⇤), we take the pessimistic scenario that no improvement 556

to the systematic uncertainty arising from hadronic B decays with three or more ⇡0, ⌘ and 557

� can be achieved. However, although challenging, our understanding of these modes should 558

be improved by future measurements at Belle II and hence the systematic uncertainty will 559

be further reduced. As shown in Fig. 8, the Belle analyses of B ! D(⇤)⌧⌫⌧ largely rely on 560

the E
ECL

shape in discrimination of the signal from the background events. One possible 561

challenge at Belle II is therefore to understand the e↵ects from the large beam-induced 562

background onto E
ECL

. From studies of B ! ⌧⌫, shown earlier in this section, E
ECL

should 563

be a robust observable. 564

With the Belle II data set NP scenarios can be also precisely tested with q2 (and other

di↵erential) distributions. Figure 11 shows a demonstration of the statistical precision of

the q2 measurement with 50 ab�1 data based on a toy-MC study with the hadron tag

based analysis. A quantitative estimation of the future sensitivity to NP in B̄ ! D(⇤)⌧ ⌫̄
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Belle	II	will	greatly	improve	the	staGsGcal	
uncertainty	on	R(D)	and	R(D*)	
	
We	will	confirm	the	excess	early.	
Aser	10%	of	data	taking	we	expect		
•  3%	uncertainty	on	R(D*)	
•  6%	uncertainty	on	R(D)	
	
UlGmate	precision	2%	and	3%	
limited	by	systemaGcs	

Biggest	contribuGon	to	systemaGcs	is	the	
uncertainty	in	D**	component.	
à	In	Belle	II	we	will	improve	studying	in	detail	
B	à	D**	l	ν	decays	
	
A	simultaneous	R(D),	R(D*)	and	R(D**)	
determinaGon	may	be	feasible	
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• World average near 3.9 σ from SM expectation 

• RD* with hadronic modes are 1σ consistent with SM 

• Belle RD* combination < 2 σ from SM. 

• τ  are mimicked by background → enhancement. More studies of B→D** (→ Dnπ) lν necessary
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correction factors of the simulation of the PID discussed
earlier as well as the uncertainty on the tracking e�ciency.
Similarly, for the underlying physical processes, we con-
sider the uncertainty of the D and B meson branching
fractions and the D

⇤ and D

⇤⇤ form factors. Further-

more, we consider the uncertainty of the calibration of
the tagging algorithm, the uncertainty on the total num-
ber of BB̄ pairs, and the uncertainty on the branching
fractions of ⌥(4S) to B

+
B

� and B

0
B̄

0. These sources
of uncertainty of the simulation of the detector and un-
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Table 12: Expected precision of RD(⇤) and P⌧ (D⇤) at Belle II, given as the relative uncertainty

for RD(⇤) and absolute for P⌧ (D⇤). The values given are the statistical and systematic errors

respectively.

5 ab�1 50 ab�1

RD (±6.0 ± 3.9)% (±2.0 ± 2.5)%
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Fig. 10: Expected Belle II constraints on the RD vs RD⇤ plane (top) and the RD⇤ vs P⌧ (D⇤)

plane (bottom) compared to existing experimental constraints from Belle. The SM predic-

tions are indicated by the black points with theoretical error bars. In the right panel, the

NP scenarios “Scalar”, “Vector” and “Tensor” assume contributions from the operators OS
1

,

OV
1

and OT , respectively.

Future prospects. Based on the existing results from Belle and the expected statistical 550

and experimental improvements at Belle II, we provide estimates of the precision of RD(⇤) 551

and P⌧ (D⇤) in Table 12 for two integrated luminosities. In Fig. 10, the expected precisions 552

at Belle II are compared to the current results and the SM expectations. The RD(⇤) precision 553
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measurements, P⌧ (D⇤), and decay di↵erentials will provide further discrimination of NP 555

scenarios. In the estimates for P⌧ (D⇤), we take the pessimistic scenario that no improvement 556

to the systematic uncertainty arising from hadronic B decays with three or more ⇡0, ⌘ and 557

� can be achieved. However, although challenging, our understanding of these modes should 558

be improved by future measurements at Belle II and hence the systematic uncertainty will 559

be further reduced. As shown in Fig. 8, the Belle analyses of B ! D(⇤)⌧⌫⌧ largely rely on 560

the E
ECL

shape in discrimination of the signal from the background events. One possible 561

challenge at Belle II is therefore to understand the e↵ects from the large beam-induced 562

background onto E
ECL

. From studies of B ! ⌧⌫, shown earlier in this section, E
ECL

should 563

be a robust observable. 564

With the Belle II data set NP scenarios can be also precisely tested with q2 (and other

di↵erential) distributions. Figure 11 shows a demonstration of the statistical precision of

the q2 measurement with 50 ab�1 data based on a toy-MC study with the hadron tag

based analysis. A quantitative estimation of the future sensitivity to NP in B̄ ! D(⇤)⌧ ⌫̄
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DifferenGal	distribuGon	can	be	
measured	to	constrain	NP	contribuGons	
	
Detailed	measurement	of	q2	and	other	
kinemaGcal	distribuGon	including		
polarizaGon	of	the	τ by	means	of	its	
hadronic	decays 
 
Already	pionereed	by	Belle	
Phys.	Rev.	Le[.	118,	211801	
Phys.	Rev.	D	97,	012004		
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Fig. 11: On the left is the B ! D⌧⌫ q2 distribution in the hadronic tag analysis and ⌧� !
`�⌫̄`⌫⌧ with the full Belle data sample [32]. On the right is the projection to the 50 ab�1 of

the Belle II data. In both panels, the solid histograms show the predicted distribution shape

with the 2HDM of type II at tan �/mH± = 0.5 (GeV/c2)�1. In the right panel, pseudo-data

are shown based on the SM hypothesis.

is shown in Fig. 12 [71]: it shows the regions of CX that are probed by the ratios (red)

and the q2 distributions (blue) at Belle II with 5 ab�1 (dashed lines) and 50 ab�1 (solid

lines) respectively, at 95% CL3. One finds that the distributions are very sensitive to all NP

scenarios, including those with new scalar and tensors. NP contributions that enters in CX

can be described as

CX ⇡ 1

2
p

2GFVcb

gg0

M2

NP

, (49)

where g and g0 denote the couplings of new heavy particles to quarks and leptons respectively565

(at the NP mass scale M
NP

). Assuming couplings of g, g0 ⇠ 1, one finds that the Belle II NP566

mass scale reach, M
NP

⇠ (2
p

2GFVcbCX)�1/2, is about 5 – 10 TeV.567

1.5.2. B ! ⇡⌧⌫. Authors: R. Watanabe (th.), F. Bernlochner (exp.)568

As is presented above, discrepancies in the b ! c⌧⌫ processes with the SM predictions569

have been reported by the B physics experiments. It is therefore natural to expect that the570

b ! u⌧⌫ processes may also provide hints of NP.571

A limit on the branching fraction of B ! ⇡⌧ ⌫̄ has been determined by the Belle collabora-572

tion, Ref. [72]. They observed no significant signal and obtained the 90% CL upper limit as573

B(B ! ⇡⌧ ⌫̄) < 2.5 ⇥ 10�4. Alternatively, one obtains B(B ! ⇡⌧ ⌫̄) = (1.52 ± 0.72 ± 0.13) ⇥574

10�4, where the first error (along with the central value) is statistical and the second is575

systematic (8%).576

Evaluation of the form factors for the B ! ⇡ transition have been performed using QCD

predictions and experimental data. In the recent lattice studies of Refs. [73, 74], the authors

have computed the vector and tensor amplitudes for B ! ⇡ defined earlier in this chapter.

In their studies the form factors are parametrised in the model independent BCL expansion

3 To see how small a NP contribution that can be probed, the central values of the experiment are
assumed to be those of the SM while the experimental errors, extracted from the BaBar data [46] for
q2 distributions and given as the world average [8] for the ratios, are luminosity scaled. See Ref. [71]
for further details of the analysis.
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Belle	II	pseudo-data	
(points	with	error	bars)	are	
generated	in	the	SM	hypothesis	
	
Block	histograms	is	a		
2HDM-type	II	benchmark		
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Standard model tests in modes with neutrinos | Simon Wehle | 18.04.2018 !17

Semitauonic decays

‣ Belle I measurement  

• using hadronic tagging 

• 1D likelihood fit to E_ECL

More interesting ratios
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One more interesting ratio from Belle

R(⇡) =
B(B ! ⇡⌧ ⌫̄⌧ )

B(B ! ⇡`⌫̄`) !→#νν, !→$νν,!→ %νν,!→ a1νν8

 [GeV]ECLE
0 2 4

E
v
e
n
ts

 /
 0

.1
5
 G

e
V

0

20

40

60

80

100

120

140

160

180 Data
Signal

c X→ 0B
fixed BG

(a) ⌧ ! e⌫⌫

 [GeV]ECLE
0 2 4

E
v
e
n
ts

 /
 0

.1
5
 G

e
V

0

5

10

15

20

25

30

35

40

45
Data
Signal

c X→ 0B
fixed BG

(b) ⌧ ! ⇡⌫

 [GeV]ECLE
0 2 4

E
v
e
n
ts

 /
 0

.1
5
 G

e
V

0

10

20

30

40

50

60

70

80 Data
Signal

c X→ 0B
fixed BG

(c) ⌧ ! ⇢⌫

FIG. 3: Distributions of E
ECL

in the three ⌧ reconstruction modes. The signal and b ! c contributions are scaled
according to the fit result.

the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
limit of B

�
B0 ! ⇡�⌧+⌫⌧

�
< 2.5⇥ 10�4. The upper

limit at the 95% confidence level has been computed to
B
�
B0 ! ⇡�⌧+⌫⌧

�
< 2.8⇥ 10�4. This result is the first

result on B
�
B0 ! ⇡�⌧+⌫⌧

�
and is in good agreement

with the SM prediction.

R($) = 1.05 ± 0.51

1D Likelihood fit in EECL

R($)SM = 0.641 ± 0.016

Phys. Rev. D 93, 032007 (2016)
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FIG. 3: Distributions of E
ECL

in the three ⌧ reconstruction modes. The signal and b ! c contributions are scaled
according to the fit result.

the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
limit of B
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B0 ! ⇡�⌧+⌫⌧
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< 2.5⇥ 10�4. The upper

limit at the 95% confidence level has been computed to
B
�
B0 ! ⇡�⌧+⌫⌧
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< 2.8⇥ 10�4. This result is the first

result on B
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and is in good agreement

with the SM prediction.

R($) = 1.05 ± 0.51

1D Likelihood fit in EECL

R($)SM = 0.641 ± 0.016
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the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
limit of B
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limit at the 95% confidence level has been computed to
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< 2.8⇥ 10�4. This result is the first

result on B
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and is in good agreement

with the SM prediction.

R($) = 1.05 ± 0.51

1D Likelihood fit in EECL
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the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.
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according to the fit result.
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and the significance level Z is computed in terms of
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and the significance level Z is computed in terms of
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We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
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for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
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experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
limit of B

�
B0 ! ⇡�⌧+⌫⌧

�
< 2.5⇥ 10�4. The upper

limit at the 95% confidence level has been computed to
B
�
B0 ! ⇡�⌧+⌫⌧

�
< 2.8⇥ 10�4. This result is the first

result on B
�
B0 ! ⇡�⌧+⌫⌧

�
and is in good agreement

with the SM prediction.

R($) = 1.05 ± 0.51

1D Likelihood fit in EECL

R($)SM = 0.641 ± 0.016

Phys. Rev. D 93, 032007 (2016)

‣ Use Hadronic tagging and 
reconstruct

Florian Bernlochner XXIV Cracow EPIPHANY Conference on Advances in Heavy Flavour Physics 21

One more interesting ratio from Belle

R(⇡) =
B(B ! ⇡⌧ ⌫̄⌧ )

B(B ! ⇡`⌫̄`) !→#νν, !→$νν,!→ %νν,!→ a1νν8

 [GeV]ECLE
0 2 4

E
v
e
n
ts

 /
 0

.1
5
 G

e
V

0

20

40

60

80

100

120

140

160

180 Data
Signal

c X→ 0B
fixed BG

(a) ⌧ ! e⌫⌫

 [GeV]ECLE
0 2 4

E
v
e
n
ts

 /
 0

.1
5
 G

e
V

0

5

10

15

20

25

30

35

40

45
Data
Signal

c X→ 0B
fixed BG

(b) ⌧ ! ⇡⌫

 [GeV]ECLE
0 2 4

E
v
e
n
ts

 /
 0

.1
5
 G

e
V

0

10

20

30

40

50

60

70

80 Data
Signal

c X→ 0B
fixed BG

(c) ⌧ ! ⇢⌫

FIG. 3: Distributions of E
ECL

in the three ⌧ reconstruction modes. The signal and b ! c contributions are scaled
according to the fit result.

the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
limit of B
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the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
limit of B
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Fig. 11: On the left is the B ! D⌧⌫ q2 distribution in the hadronic tag analysis and ⌧� !
`�⌫̄`⌫⌧ with the full Belle data sample [32]. On the right is the projection to the 50 ab�1 of

the Belle II data. In both panels, the solid histograms show the predicted distribution shape

with the 2HDM of type II at tan �/mH± = 0.5 (GeV/c2)�1. In the right panel, pseudo-data

are shown based on the SM hypothesis.

is shown in Fig. 12 [71]: it shows the regions of CX that are probed by the ratios (red)

and the q2 distributions (blue) at Belle II with 5 ab�1 (dashed lines) and 50 ab�1 (solid

lines) respectively, at 95% CL3. One finds that the distributions are very sensitive to all NP

scenarios, including those with new scalar and tensors. NP contributions that enters in CX

can be described as

CX ⇡ 1

2
p

2GFVcb

gg0

M2

NP

, (49)

where g and g0 denote the couplings of new heavy particles to quarks and leptons respectively565

(at the NP mass scale M
NP

). Assuming couplings of g, g0 ⇠ 1, one finds that the Belle II NP566

mass scale reach, M
NP

⇠ (2
p

2GFVcbCX)�1/2, is about 5 – 10 TeV.567

1.5.2. B ! ⇡⌧⌫. Authors: R. Watanabe (th.), F. Bernlochner (exp.)568

As is presented above, discrepancies in the b ! c⌧⌫ processes with the SM predictions569

have been reported by the B physics experiments. It is therefore natural to expect that the570

b ! u⌧⌫ processes may also provide hints of NP.571

A limit on the branching fraction of B ! ⇡⌧ ⌫̄ has been determined by the Belle collabora-572

tion, Ref. [72]. They observed no significant signal and obtained the 90% CL upper limit as573

B(B ! ⇡⌧ ⌫̄) < 2.5 ⇥ 10�4. Alternatively, one obtains B(B ! ⇡⌧ ⌫̄) = (1.52 ± 0.72 ± 0.13) ⇥574

10�4, where the first error (along with the central value) is statistical and the second is575

systematic (8%).576

Evaluation of the form factors for the B ! ⇡ transition have been performed using QCD

predictions and experimental data. In the recent lattice studies of Refs. [73, 74], the authors

have computed the vector and tensor amplitudes for B ! ⇡ defined earlier in this chapter.

In their studies the form factors are parametrised in the model independent BCL expansion

3 To see how small a NP contribution that can be probed, the central values of the experiment are
assumed to be those of the SM while the experimental errors, extracted from the BaBar data [46] for
q2 distributions and given as the world average [8] for the ratios, are luminosity scaled. See Ref. [71]
for further details of the analysis.
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di↵erential branching fractions for each tau helicity, �⌧ = ⌥1/2, are then written as [24]

dB�
⌧

dq2
= NB

�

�

�

(1 + CV
1

+ CV
2

)
p

q2HV,+ + 4CTm⌧HT

�

�

�

2

, (55)

dB+
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, (56)

with

NB =
⌧BG2

FV 2

ub

192⇡3m3

B

p

Q
+

Q�

✓

1 � m2

⌧

q2

◆

2

, (57)

where Q± = (mB ± m⇡)2 � q2 and the H terms contain the hadron transition form factors.

The di↵erential branching fractions for B ! ⇡`⌫̄` are obtained as

dB�
`

dq2
=

dB�
⌧

dq2

�

�

�

�

m⌧!0, CX=0

,
dB+

`

dq2
= 0 . (58)

Finally, R⇡ is given as

R⇡ =

R q2
max

m2

⌧
(dB+

⌧ + dB�
⌧ )/dq2

R q2
max

0

dB�
` /dq2

, (59)

where q2
max

= (mB + m⇡)2.583

Given the above formula and input for b0,+n , the SM predicts RSM

⇡ = 0.641 ± 0.016, whereas584

the experimental data suggests Rexp.

⇡ ' 1.05 ± 0.51 by using B(B ! ⇡`⌫̄`) = (1.45 ± 0.05) ⇥585

10�4 [17]. Thus, at present the experimental result is consistent with the SM prediction586

given the large uncertainty. We can place loose bounds on NP scenarios from R⇡. In Fig. 13,587

the constraints on CV
1

, CV
2

, CS
1

, CS
2

, and CT are shown, in which it is assumed that the588

NP contribution comes from only one e↵ective operator OX for X = V
1

, V
2

, S
1

, S
2

, or T . As589

can be seen, the current data has already constrained the NP contributions to be roughly590

|CX | . O(1), which implies that a contribution larger than that of the SM (2
p

2GFVub) is591

already disfavoured.592

A key reason for measuring B ! ⇡⌧⌫ is that the tensor type interaction of new physics593

that a↵ects b ! u⌧⌫ cannot be constrained from B ! ⌧ ⌫̄. One can see that the current594

results for bTn for the tensor form factor still have large uncertainties [74]. Nevertheless, the595

constraint on CT is comparable to the other new physics scenarios. Improvements to the596

evaluation of the tensor form factor will be significant for the future search in this process597

at Belle II.598

The following study shows the future sensitivity of R⇡ to NP scenarios at 5 ab�1 and

50 ab�1 of Belle II data, based on Ref. [24]. In order to estimate exclusion limits on the

Wilson coe�cient CX , it is assumed that the experimental central value is identical to the

SM prediction and the expected experimental errors at 5 ab�1 and 50 ab�1 are extrapolated

from the Belle measurement [72]. The expected constraints from Belle II are therefore

R5 ab

�1

⇡ = 0.64 ± 0.23 , (60)

R50 ab

�1

⇡ = 0.64 ± 0.09 . (61)

The above values are compared with each NP scenario to determine constraints on CX , as599

shown in Fig. 13. Focusing on the vicinity of the origin of CX , we see that |CX | & O(0.1)600
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LFU	with	leptonic	decays	
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Very	clean	theoreGcally,	hard	experimentally	
SM	is	helicity	suppressed		
SensiGve	to	NP	contribuGon	(charged	Higgs)	
	

+			W+,H+	b	

u	

l+	

νℓ	

	B+	

B(B ⇥ l�) =
G2

F mB

8⇥
m2

l (1�
m2

l

m2
B

)2f2
B |Vub|2⇤B

Belle	II	can	test	LFU		
also	with		

€ 

Rτµ =
Γ(B→ µν )
Γ(B→τν)

€ 

Rτe =
Γ(B→ eν)
Γ(B→τν )B(B ! l⌫) = B(B ! l⌫)SM ⇥ rH

rH = (1� tan2 �
m2

B

m2
H

)2 in	2HDM	type	II	

Mode	 SM	BR	 Current	meas.	 Belle	II	
5	ab-1		

Belle	II	
50	ab-1	

τν 10-4	 20%	uncertainty	 15%	 6%	

µν 10-6	 40%	uncertainty*	 20%	 7%	

eν 10-11	 Beyond	reach	 -	 -	

Belle	II	Full	simulaGon	with	expected	
background	condiGons		(hadronic	tags	only)	
S.L.	tag	expected	to	have	similar	sensiGvity	

ExtrapolaGon	of	untagged	Belle	analysis	

Rτπ =
Γ(B→ τν )
Γ(B→ π lν )

*	arxiv:1712.04123	2.4σ	excess	[2.9,10.7]×10-7	at	90%	C.L.	
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Suppressed	in	the	SM	:	BRs	10-5	–	10-6	may	be	
enhanced	by	NP	

15

Flavour changing neutral current 
B → K(∗)νν

• Prohibited in the SM at tree level: penguin + box diagrams
• BR ~ 10-5 ÷ 10-6; NP contribution can increase the BR by factor 50

– non standard Z-couplings (SUSY) 
– New missing energy sources (DM, extra dim.)

Belle measurement with SL tag

Current	limits	
16

Flavour changing neutral current 
B → K(∗)νν

Belle II full simulation study
• Hadronic tag with FEI
• K* → Kp0

• Powerful discriminating 
variable E*miss + cp*miss

• Projections performed with 
a cut and count analysis in 
extra energy signal window 

Observation at ~18 ab-1

Constraints on new physics 
contributions to Wilson 
coefficients CL, CR

90% CL excluded
by Belle and Babar

68% CL allowed
by Belle II at 50 ab-1
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Conclusions	
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•  Unique	capabiliGes	of	Belle	II	detector	to	measure	B	decays	with	missing	

energy	

•  We	expect	to	collect	5	ab-1	in	the	first	two	years	of	data	taking	and	
address	LFU	violaGon	measuring	R(D)	and	R(D*).

	
•  Detailed	measurements	of	the	differenGal	spectra	will	help	to	

discriminate	among	NP	models	

•  Moreover	Belle	II	will	measure	precisely	purely	leptonic	B	decays	and	
FCNC	processes	B	àK(*)	ν ν


